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Введение 

В настоящее время существуют два основных подхода к организации систем искусственного интеллек-

та: нейросетевой и символьный. При этом каждый из них обладает своими характерными достоинствами и 

недостатками. В работе [1] отмечается, что нейросетевой подход отличается отсутствием необходимости в 

обеспечении так называемой инженерии знаний, однако он требует весьма большого массива обучающих 

данных и характеризуется низкой интерпретируемостью результатов. Символьный подход отличается от-

носительно высокой интерпретируемостью результатов ИИ, но он требует достаточно высоких затрат на 

обеспечение инженерии знаний [1]. 

Ожидается, что интеграция этих подходов в единой комбинированной системе ИИ, называемой нейро-

символическим ИИ (англ. neuro-symbolic AI), позволит сгладить недостатки, присущие каждому из подхо-

дов. Так, в работе [2] делается вывод о перспективности такой архитектуры для  юридических приложений, 

поскольку нейросимволический ИИ якобы можно в буквальном смысле «заставить» следовать уже суще-

ствующим правилам, принятым в законодательстве. 

Не отвергая того факта, что системы нейросимволического ИИ (НСИИ), действительно, обладают до-

стоинствами обоих подходов (нейросетевого и символьного) к созданию ИИ, следует обратить внимание на 

то, что НСИИ даже в их оптимизированном варианте обладают неустранимыми недостатками. Целью 

настоящего исследования является рассмотрение с общефилософских позиций тех фундаментальных огра-

ничений, которые присущи любому искусственному интеллекту, даже при воплощении его в такой «про-

двинутой» гибридной архитектуре. 

Материалы и методы исследований 

Исследование опирается на комплексный междисциплинарный подход, сочетающий в себе теоретико-

философский, формально-юридический и системный методы анализа. Научная обоснованность достигается 

за счет привлечения, анализа и контекстуального использования материалов академических публикаций и 

современных исследований. 

Результаты и обсуждения 

В статье [3] рассматривается онтолого-ориентированный подход к  построению систем ИИ, где под он-

тологией понимается формализованное представление проблемной области, что по существу может быть 

интерпретировано как передача знаний от человека к агенту ИИ (AI agent). Агент ИИ в соответствии с 

определением, содержащимся в ГОСТ Р 71476-2024 «Искусственный интеллект. Концепции и терминоло-

гия искусственного интеллекта»  – это автоматический объект, который воспринимает свое окружение, ре-

агирует на него, а также предпринимает действия для достижения своих целей. В работе [3], посвященной 

методологии коллаборативной  поддержки принятия решений, отмечается, что зачастую эксперту-человеку 

очень трудно в символьном виде описать свои знания, особенно если те получены опытным путем. Это 

позволяет утверждать, что далеко не все знания человеческое сознание «считывает» из окружающей дей-

ствительности, хранит и извлекает из памяти в формализованном виде. 

Если задуматься, то стоит признать, что вообще существенно меньшая их часть даже тем человеком, ко-

торый является признанным экспертом в своей области, может быть выражена для внешней обучаемой си-

стемы в виде формул или символов, особенно если предметная область предполагает использование оце-

ночных понятий. Приведем понятный бытовой пример: практически любая хозяйка знает, когда нужно до-

ставать из духовки запекаемое мясо (с корочкой, но при этом сочное; готовое, но не пережаренное), однако 

попытка описать это на строгом языке формальных понятий явно обречена на неудачу. В юридической 

сфере такими непреодолимыми препятствиями при передаче знаний от эксперта к обучаемой системе яв-

ляются общие правовые понятия типа «разумый срок», «добросовестность», «должная осмотрительность» 

и им подобные [4]. В работе [3] по этому поводу сделано справедливое замечание: для того, чтобы приме-

нение НСИИ было эффективным, должна существовать принципиальная возможность сформировать реше-

ние задачи (в нашем случае, юридически значимое решение некоторой ситуации) как задачи именно сим-

вольной, то есть, должен существовать адекватный набор символов, чтобы целевая переменная могла быть 

выражена с их помощью. Очевидно, что символьное описание судейского усмотрения, как и ряда иных ас-
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пектов (замысел законодателя, дух закона, обычаи делового оборота, неписаное право и т.д.), представляет 

собой чрезвычайно сложную проблему (если такое описание вообще возможно). 

Таким образом, несмотря на включение в состав НСИИ формальной онтолого-ориентированной подси-

стемы (символьного ИИ), интегральные свойства комплексной системы  вновь приводят нас к необходимо-

сти использования субсимвольной (то есть, нейросетевой) обработки с ее изъянами в виде низкой реле-

вантности и возможностью галлюцинаций. 

Так, в работе [3] отмечается, что «любой подход к достижению объяснимости исходит из того, что на 

некотором уровне абстракции уже не требуется дальнейших объяснений», то есть, начиная с некоторого 

уровня начинают работать символьно-формализованные методы. Однако, достижение данного уровня про-

исходит при переходе от «сырых» данных к обобщающим символам нейросетевым методом, и, таким обра-

зом, получается, что весь строгий формализованный аппарат комбинированной нейросимволической сети 

стоит на непрочном фундаменте из нейросетевого «песка». 

Архитектура комбинированных систем, которые объединяют в себе подсистемы субсимвольных знаний 

(нейросетевые подсистемы) и символьных знаний  (символьные подсистемы) рассмотрены во многих ис-

следованиях, например, в статьях [3, 5, 6]. В соответствии с логикой, изложенной  в статье [7], всего можно 

представить шесть типов архитектуры [5] таких НСИИ. В статье [3] представлено описание с некоторыми 

отличиями также шести типов архитектур НСИИ: локальная коннекционистская, распределенная нейрон-

ная, трансформационная, свободно связанная, жестко связанная, полностью интегрированная. Несмотря на 

определенные нюансы в классификациях различных авторов [3, 5], общим в описанных архитектурах, как и 

в большинстве онтолого-ориентированных методов, является допущение, что задача нейронной сети может 

быть разбита на две подзадачи [3]: 1) переход от многочисленных «сырых» наблюдений (данных) к поня-

тиям (символам); 2) получение конечного результата посредством манипуляции с понятиями (символами). 

Исследователями отмечается, что объясняемой частью для внешнего пользователя является именно 

символьная часть, то есть, вторая подзадача, а первая подзадача (переход к символам) считается не требу-

ющей объяснений [3]. Важным является то, что при этом первая подзадача (включающая статистическое 

накопление и формирование понятий) ассоциируется со способом индуктивного мышления человека, а 

вторая подзадача (обработка символов) – со способом дедуктивного мышления человека. 

Оба способа мышления (индуктивный и дедуктивный), без сомнения, являются базовыми механизмами 

мышления для человека, а нетривиальные соотношения между этими способами мышления легли в основу 

известной в экономике теории перспектив Д. Канемана – А. Тверски [8], [9] и достаточно детально рас-

смотрены в книге [10]. Примечательно, что свою Нобелевскую премию Д. Канеман получил с формулиров-

кой «за применение психологической методики в экономической науке, в особенности при исследовании 

формирования суждений и принятия решений в условиях неопределенности». В своей работе [10] Д. 

Канеман на основе открытий в области когнитивной и социальной психологии, выделяет в психике челове-

ка две системы: систему 1, которая работает быстро и автоматически, практически не требуя усилий от че-

ловека, и систему 2, которая требует внимания и сознательных умственных усилий, в том числе для реали-

зации вычислений и логических построений типа «если – то». 

Для нашего исследования важным являются особенности системы 1, отмеченные в книге [10], поскольку 

именно система 1 «запускает» работу системы 2, что применительно к тематике искусственного интеллекта 

является аналогией «поставки» нейросетевой подсистемой НСИИ базовых формализованных данных для 

вышестоящей символической подсистемы НСИИ. Рассмотрим лишь некоторые из таких особенностей. 

В книге [10] рассмотрен феномен искажения истины за счет частых повторений некоторой ложной ин-

формации, поскольку ощущение чего-то знакомого мешает человеку делать истинное суждение. Очевидно, 

что это имеет прямое отношение к НСИИ: «шумовая» информация, частота повторения которой значи-

тельно превышает среднюю частоту повторения информации в потоке,  будет формировать в нейросетевой 

подсистеме НСИИ некоторые символы, которые не имеют отношения к реальной действительности (и ко-

торые в итоге приведут к ошибкам при последующей обработке в символической подсистеме НСИИ). 

Другим негативным эффектом, искажающим истинное представление об окружающей действительно-

сти, является целостность «истории», создаваемой системой 1, поскольку количество и качество данных, на 

которых эта история основана, имеют второстепенное значение. Естественно, что этот феномен также  

имеет свою аналогию в работе НСИИ: ошибочные или «шумовые» данные в случае их высокой связности 

способны привести к формированию несуществующих формальных символов и правил. 

Еще одним негативным фактором, искажающим адекватное восприятие окружающей действительности, 

является склонность человека к каузальному (причинному) мышлению. В книге [10] приводится пример с 

полом детей, родившихся в больнице один за другим. Несмотря на то, что соответствующие события неза-
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висимы и потому последовательность появления на свет мальчиков и девочек совершенно случайна, людям 

кажется, что последовательность М-Д-М-М-Д-М является более случайной и потому «правильной», нежели 

последовательность Д-Д-Д-Д-Д-Д. Понятно, что подобным изъяном обладает как символическая подсисте-

ма НСИИ, так и комплексный НСИИ в целом. 

Естественно, что все негативные свойства НСИИ, подобные описанным выше, должны так или иначе 

демпфироваться применением естественного интеллекта человека-эксперта в составе единой человеко-

машинной команды. В этом случае НСИИ вместо замены труда человека должен функционально допол-

нять человека в соответствии с ГОСТ Р 71476 – 2024 «Искусственный интеллект. Концепции и терминоло-

гия искусственного интеллекта» (утвержден и введен в действие Приказом Федерального агентства по тех-

ническому регулированию и метрологии от 28 октября 2024 г. № 1550 – ст) [11]. Человеко-машинная ко-

манда, направленная на то, чтобы дополнять и расширять когнитивные возможности человека, называется 

системой «усиления интеллекта» (англ. intelligence augmentation). 

С точки зрения организации взаимодействия между человеком и НСИИ, такие системы можно рассмат-

ривать как  коллаборативные системы поддержки принятия решений [1, 3, 12]. В задачах правоприменения 

рациональные принципы реализации таких коллаборативных систем особенно важны на верхних уровнях, 

где в качестве НСИИ выступают R-FLAI или J-FLAI системы, описанные в работе [13]. 

Общими проблемами организации коллаборативных систем поддержки принятия решений являются: 

обеспечение интероперабельности (взаимопонимания) на уровнях от синтаксического до семантического; 

согласование различающихся позиций; обеспечение доверия между участниками такой  коллаборативной 

системы [12]. 

Поскольку в любом случае, в такой коллаборативной системе поддержки принятия решений использу-

ется несколько видов взаимосвязанной информации, отражающей различные взгляды на проблему, целесо-

образным является использование аппарата мультиаспектных онтологий, обеспечивающих непротиворечи-

вое представление информации с позиций различных аспектов конкретной юридической ситуации [14]. 

Отметим, что в общем случае методология коллаборативных систем предполагает, что человек-эксперт, 

входящий в состав такой системы, и конечный потребитель не обязательно являются одним и тем же чело-

веком, то есть допускается, что некоторый человек – квалифицированный эксперт совместно с ИИ (в 

нашем случае, совместно с нейросимволическим ИИ) готовят решение задачи для некоторого стороннего 

пользователя, внешнего по отношению к этой коллаборативной системе. 

В работе [12] описано пять типов взаимодействий ИИ-агентов с человеком: информирование, иниции-

рованное ИИ-агентом; запрос к ИИ-агенту, инициированный экспертом; ответ от ИИ-агента эксперту, не 

сопровождаемый объяснениями; объяснения ИИ-агента эксперту; обучение ИИ-агента экспертом. 

В соответствии с указанными типами взаимодействий, можно выделить несколько групп [12] коллабо-

ративных систем, но с практической точки зрения для нас наибольший интерес представляет такая органи-

зация, когда человек-эксперт, входящий в состав такой коллаборативной системы, одновременно является 

конечным пользователем, то есть, лицом принимающим решение в той или иной ситуации, требующей 

юридического решения. 

С учетом того, что в настоящее время онтолого-ориентированный нейро-символический интеллект при 

коллаборативной поддержке принятия решений  вполне обоснованно воспринимается как наиболее «про-

двинутое» решение, рассмотрим проблемы, связанные с его использованием как наиболее общие проблемы 

при использовании ИИ в правоприменении. 

Помимо прочего, стремительное развитие средств ИИ и их проникновение в сферу правоприменения за-

ставляют отдельно оценить влияние новых технологий на правовое мышление и правовое познание – важ-

нейшие правовые категории гносеологического ряда. 

Под правовым мышлением мы будем понимать «процесс активной интеллектуальной деятельности лич-

ности, высшую ступень отражения правовой действительности, связанные с выработкой правовых идей, 

понятий, убеждений и использованием правовых средств для разрешения различных правовых ситуаций в 

жизни либо формирования той или иной четкой позиции по отношению к принятому юридически значи-

мому решению» [15]. 

При этом правовое мышление можно считать ядром интеллектуальной составляющей юридического по-

знания. С этой точки зрения, оно представляет собой связанные с наличием проблемных ситуаций особого 

рода духовно-практические и познавательно-оценочные интеллектуальные операции, направленные на по-

становку определенных задач и решение насущных проблем в правовой сфере [16, 17]. 
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Начальным пунктом и непосредственной причиной зарождения и циклического раскручивания процесса 

правового мышления является любая неопределенность (возможно, кажущаяся), возникшая в процессе тео-

ретического познания или в жизненно-практическом функционировании индивида в социуме. 

Важным в плане нашего исследования является следующий аспект: правовое мышление как сердцевина 

правового познания должно приводить, в итоге, к выявлению и принятию смысла понимаемого, что приво-

дит, в свою очередь, к появлению контекста как самостоятельного умопостигаемого явления. Контекст все-

гда индивидуален, аксиологичен и динамично-неустойчив. 

Можно сказать, что само порождение контекста и отношение к контексту определяет эффективность, 

качество правового мышления и правового познания. Если вне зависимости от ситуативных особенностей 

контекст не возникает (либо не отмечается и не понимается), то такое правовое мышление следует назвать 

неэффективным, вплоть до его вырожденного (остановленного) состояния. 

Это связано с тем, что центральным и наиважнейшим для юридической эпистемологии является вопрос 

«интеллектуального процесса подведения общей нормы к частному случаю как творческой деятельности» 

[18]. 

При всей неопределенности и отсутствии общепринятых дефиниций  ИИ, можно попытаться найти важ-

ные отличия интеллекта машины от интеллекта человека, что будет иметь значение для нашего исследова-

ния. 

В исследовании [19] было выявлено  четыре аспекта проблемы искусственного интеллекта, имеющих 

духовное измерение: сотворение «кумира» из технического средства; претензии на создание человекопо-

добных существ (что означает вторжение в Божию прерогативу); работа с инструментами повышенной 

опасности (подобных ножу, электричеству или атому); непредсказуемое развитие систем глобализации, 

способных привести к быстрой мировой катастрофе. Отметим, что в статье [19] системы ИИ названы по 

аналогии с известными медицинскими изделиями, средствами «протезирования» души, чтобы подчеркнуть 

их опасную близость с недопустимой подменой Бога. 

При этом то обстоятельство, что средства ИИ именно имитируют работу мозга (а не копируют ее с той 

или иной степенью точности), имеет вполне явно выраженную техническую детерминированность: так, 

искусственные нейронные сети называют также коннекциями, чтобы подчеркнуть сходство их архитектуры 

со структурой мозга, без задачи имитировать с максимально возможной точностью химико-биологические 

процессы в мозге [20, 21]. 

Подражание внешней структуре мозга человека (а не мыслительным процессам) накладывает вполне 

определенные ограничения на работу ИИ и на возможности ИИ по обработке информации. В основе рабо-

ты ИИ при любом способе машинного обучения, безотносительно того, использовались при обучении раз-

меченные или неразмеченные данные, лежит накопление статистических данных, огромные массивы ин-

формации, тысячекратное повторение различных стимулов (с естественными вариациями для обеспечения 

устойчивости). Можно сказать, что обучение ИИ в этом смысле напоминает выработку условных рефлек-

сов в известных опытах, которые проводил на собаках в начале XX века академик И.П. Павлов. 

В статье [22] авторы приводят тринадцать функциональных свойств естественного (то есть, «человече-

ского») интеллекта, а именно:  способность к выделению существенного в обозреваемых данных; порожде-

ние целеполагания, то есть последовательности «цель → план → действие»; отбор знаний, релевантных 

цели рассуждения; способность к рассуждению, т.е. к получению выводов (извлечению следствий) из по-

сылок посредством как достоверных, так и правдоподобных рассуждений; способность к аргументации 

(«за» и «против») и принятию решений на ее основе с использованием упорядоченных знаний (т.е. пред-

ставления знаний) и результатов рассуждений; рефлексия, то есть, способность реагировать на свои знания 

и действия и их оценивать; способность к распознаванию явлений окружающего мира, при этом познаю-

щий субъект должен обладать познавательным любопытством; способность находить объяснение (не обя-

зательно дедуктивное) как ответ на вопрос «почему?» (в том числе, реализуя абдуктивный инстинкт в 

смысле Ч. Пирса); реализация познавательной деятельности посредством синтеза познавательных проце-

дур, образующих эвристику решения проблем и позволяющих обнаружить новое знание; способность к 

обучению и использованию памяти; рационализация неясных идей и преобразование их в точные понятия; 

способность к интеграции знаний и созданию целостной картины об исследуемой проблеме, для формиро-

вания концепции и теории проблемной области; адаптация системы знаний при получении новых сведений 

из окружающей среды и коррекция теории и поведения. 

Естественно, что статистическое «миропонимание» и приобретенно-рефлексное «мироощущение» ИИ 

немедленно детерминирует свойства такого машинного «мозга». 
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Во-первых, обработка информации в ИИ идет вне контекста, на основе ранее инсталлированных в ма-

шину алгоритмов, которые не изменяются сообразно изменившейся внешней обстановке. Искусственному 

интеллекту присущ только бесконтекстный способ обработки информации, тогда как человеческому созна-

нию доступны еще контекстный способ и даже способ обработки, превосходящий контекст. Для последне-

го способа в работе [23] предложен термин «сверхконтекстный». 

Автор настоящей статьи не считает термин «сверхконтекстный» особо удачным. В качестве  альтерна-

тивы, мы предлагаем полагать, что человеку доступны постконтекстный способ обработки; предкон-

текстный способ (интуиция и предвидение) и даже контрконтекстный способ (действия в противоречии и 

наперекор обстоятельствам). 

Особо следует остановиться на предконтекстном  способе обработки информации, который в процессе 

правового познания мы привыкли называть  интуицией. Французский философ Рене Декарт считал, что ин-

теллектуальная интуиция представляет собой особый способ познания, при котором истина воспринимает-

ся напрямую и не требует доказательства [24]. Интуиция суть мгновенное, ясно различимое знание, кото-

рое невозможно подвергнуть сомнению, это способность разума непосредственно проникать в существо 

явлений и проблем и «схватывать» истины, не полагаясь на чувственное восприятие и не нуждаясь в после-

довательностном связно-логическом рассуждении. 

Системы ИИ функционируют на основе выполненного обучения статистического характера и поиска 

корреляционных зависимостей, наличие которых позволяют им выявлять закономерности и принимать ре-

шения на основании вероятностных выводов. При этом системы ИИ не обладают внутренним представле-

нием о ясности знания, «четкости» момента и не могут испытывать интуитивное осознание истины [24]. Их 

«понимание» ограничивается статистическими характеристиками обработанных массивов и алгоритмиче-

скими предписаниями, а не интуитивным постижением абстрактных принципов. Но статистическая обра-

ботка синтаксических единиц не порождает семантического (смыслового) понимания. 

В статье [24] подчеркивается, что ключевым понятием учения Декарта об интуиции является безуслов-

ная «самоочевидность», которая коррелирует с понятием «здравый смысл» в повседневной жизни. Любым 

системам ИИ не хватает житейского «здравого смысла», что делает их неспособными выявлять простые 

ошибки в решениях, которые были бы очевидны и наглядны для человека. При этом следует заметить, что 

термин «здравый смысл» является однопорядковым с понятиями из ряда «общие правила», «устройство 

Мироздания» и «законы Божьи». 

Новые системы ИИ (в частности, так называемые нейронные сети глубокого обучения) могут успешно 

проходить в оценке их «похожести» на человека не только тесты Тьюринга, но и посттьюринговые тесты, 

число которых превышает на данный момент более двух десятков (в координатах физический/виртуальный 

мир; вербальное/невербальное общение) [25]. Но при этом самостоятельная формулировка новых понятий-

образов действительности и моделирование собственной картины мира являются недоступными для ИИ, 

при том, что такие мыслительно-познавательные обобщения являются привычными и естественными для 

человека. 

Данное положение подтверждается экспериментальным исследованием [26], в котором оценивалась ва-

риативность обыденной интерпретации юридических терминов (в процессе бытового правового познания) 

и их интерпретации искусственным интеллектом, а также соотношения способов интерпретации (толкова-

ния) юридических терминов человеком и искусственным интеллектом. Было установлено, что искусствен-

ный интеллект эффективно обрабатывает стандартизированные термины, однако испытывает трудности 

при толковании контекстуально зависимых или многозначных понятий. В то же время, было выявлено, что 

человек лучше справляется с интерпретацией сложных и абстрактных категорий благодаря способности 

учитывать внеязыковые факторы и ситуативные контексты [26]. 

Разница в юридическом «мышлении» человека и машины определяется тем, что мышление человека не 

есть процесс логических операций, а разум соответственно – не есть логика в чистом виде [20]. Реальный 

интеллект человека допускает вариативность толкования любой ситуации, что, очевидно, обеспечило его 

решающую эволюционную силу как механизма приспособления и выживания в сложном и малопонятном 

мире. 

Достаточно часто в качестве аргумента против широкого использования ИИ (в судебном правопримене-

нии, в частности), можно встретить утверждение, что мы, люди, не понимаем, как именно ИИ приходит к 

тому или иному выводу (то есть, решению по конкретному юридическому вопросу). Этот контраргумент 

широко распространен среди правоведов и кочует из одной статьи в другую. Но с таким же успехом боль-

шинство людей (особенно гуманитариев) могли бы сказать, что мы не понимаем, как работает двигатель 

внутреннего сгорания или как обычный калькулятор вычисляет, например, корень кубический из числа 
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двадцать семь. Но при этом мы активно пользуемся как автомобилями, так и калькуляторами: мы не делаем 

проблемы из указанного непонимания их функционирования. 

Так какой же смысл вкладывается в слова о непонимании работы ИИ? Только ли дело в критичности 

правоприменения как той прикладной области, где мы рассматриваем использование ИИ? 

На самом деле, когда мы говорим о непонимании работы ИИ, мы имеем в виду два обстоятельства, ко-

торые назовем фактором молчания и фактором времени. 

Фактор молчания означает неспособность ИИ к диалогу с человеком по поводу сделанного им выбора, 

невозможностью пояснить свое решение, хотя человек-судья всегда может объяснить, какие обстоятельства 

и нюансы конкретного дела привели его к тому или иному решению. 

Фактор времени  означает, что для того, чтобы понять, адекватно ли ИИ отрабатывает данные, исполь-

зованные для его обучения, необходимо затратить время, сопоставимое с тем временем, которое было за-

трачено на его обучение. 

Таким образом, когда мы говорим, что не понимаем, как ИИ приходит к тому или иному решению, мы 

подразумеваем, что наше правовое познание обнаруживает две лакуны: 

- невозможность усиления своей теоретической осведомленности о работе ИИ, ибо его функционирова-

ние и так достаточно полно описывается словами «накопление статистической информации об эталонных 

решениях, принятых судьями-людьми по большому массиву дел». Дополнение же этого основного прин-

ципа сведениями о конкретной реализации системы ИИ (схемотехника, язык программирования и др.) ни-

чего не добавит в помощь лучшему пониманию его работы; 

- невозможность быстрой оценки «правильности» работы ИИ (в отличие от того же калькулятора) как в 

силу отсутствия вообще «единственного правильного» ответа в судебной сфере, так и в силу нереально 

большого времени, которое требуется для полного тестирования ИИ. 

Вообще, принцип именно статистической обработки обучающих данных обуславливает известную про-

блему галлюцинаций ИИ. В определенном смысле, если ИИ обучена на большом наборе, например, худо-

жественных текстов, в дальнейшем она способна правильно воспринимать книги с пропущенными буквами 

и даже словами в силу избыточности языка (см. выше). Но при этом, если вся информация, загруженная в 

ИИ, будет состоять, например, только из информации об А.С. Пушкине (поэт, историк, дуэлянт, друг де-

кабристов, камер-юнкер и т.д.), то не стоит удивляться, что на вопрос, кто был первым космонавтом, ИИ 

уверенно ответит: Пушкин! 

Именно поэтому христианская церковь видит среди опасностей неконтролируемого распространения 

систем ИИ для человечества ослабление волевой составляющей, увеличение стремления к комфорту и вла-

сти, раннюю деменцию, потерю подлинных личностных свойств, высших смыслов бытия и в итоге, «циф-

ровой аутизм» [27]. 

«Человеческая личность, несводимая к своим телу и душе, но, одновременно, содержащая и превосхо-

дящая их, не может быть искусственно смоделирована с помощью сколь угодно тонких, но всегда природ-

ных схем. ИИ в богословском смысле безипостасен и неспособен к ипостасному объединению с другим 

интеллектом или с человеком. У ИИ отсутствует сознание и базовые личностные свойства – жертвенность, 

ответственность, свобода, он неспособен производить эмоциональную жизнь, сочувствие и молитву» [27]. 

Нужно отметить, что с точки зрения герменевтической философии, ИИ соединяет в себе два диамет-

рально противоположных понятия, ибо «искусственный» означает «ненастоящий», «взамен подлинного 

природного», «неискренний», а «интеллект» – способность к подлинному, «настоящему» восприятию, по-

ниманию и объяснению мира. Дополнительную путаницу для русскоязычного научного сообщества созда-

ет прижившийся не совсем точный перевод с английского языка слова «intelligence», которое стоило бы 

переводить как «рассуждатель», поскольку собственно «интеллект» в английском языке пишется как «intel-

lect». 

Ключевым в указанном определении является термин «объяснять». Один из авторов квантового компь-

ютинга Дэвид Дойч в своем фундаментальном труде «Структура реальности» [28] именно способность да-

вать объяснения считал главным признаком разумности и научного способа постижения действительности. 

Он говорил, что если бы человек захотел получить ультратехнологичный предсказатель любых процессов, 

то он с удивлением бы увидел, что этим ультратехнологичным предсказателем является окружающий его 

физический мир. Но, как отмечает Д. Дойч, этот самый физический мир не дает объяснений [28]. 

Отметим и еще один принципиальный изъян ИИ, который связан с абсолютной несхожестью человече-

ского организма (включающего совокупность мультимодальных сенсоров) и внебиологического «организ-

ма» ИИ. Об этом писал еще в 1990-х годах основоположник советской школы ИИ академик Г.С. Поспелов: 

«настоящий искусственный интеллект нуждается в одном серьезном требовании. Он должен не существо-
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вать в виде программы, т.е. в чисто информационном состоянии, а каким-то образом иметь возможность 

воздействовать на окружающую среду и испытывать на себе ее поощрения и наказания» [29]. Автор насто-

ящей статьи ни в коей мере не призывает к антропоморфизации систем ИИ, а только обращает внимание на 

неустранимый онтологический недостаток компьютерных систем, проявляющийся в ущербном восприятии 

ими внешнего мира. 

Об этом говорит и Русская православная церковь. «Как правило, создатели искусственного интеллекта 

не придают значения телесности человека, стремясь в виртуальную реальность, но для православного бого-

словия человеческая телесность всегда остается исключительно важной. Христианское мировоззрение при-

знает онтологическую реальность творения и ценность физической реальности» [27]. 

Выводы 

Выполненный анализ показывает наличие у НСИИ неустранимых недостатков, которые, как понятно с 

общефилософских позиций, свойственны любому ИИ, независимо от оптимизации его архитектуры. 

Таким образом, и сегодня актуально звучат слова академика Г.С.Поспелова, который ставил когнитив-

ные способности человека выше способностей ИИ, а сравнивая системы ИИ с инструментом, подобным 

пианино или скрипке, писал: «он может быть различного качества, может быть плохо или хорошо настро-

ен, для него могут быть написаны хорошие или плохие музыкальные произведения и, наконец, на нем 

можно плохо или хорошо играть. Но это всегда не более чем инструмент, а не объект … сопоставления с 

человеческим мозгом» [29]. 
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