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Аннотация: цель статьи – изучение роли искусственного в военных конфликтах, определение областей 
его применения и потенциальные вызовы, связанные с этим. Исследовательская гипотеза заключается в 
том, что искусственный интеллект существенно видоизменяет саму суть военного конфликта. Ключевой 
метод исследования – контент-анализ актуальных исследований отечественных и зарубежных авторов, 
вместе с ведомственными документами профильных организаций. Наряду с контент-анализом, в работе 
используется статистика как исследовательский метод. В ходе исследования устанавливается, что еще рано 
говорить о переходе военных конфликтов на новый этап, несмотря на развитие искусственного интеллекта 
в этой сфере. На нынешний день существует множество технологических, правовых и этических препон 
для перехода к полномасштабному использованию искусственного интеллекта на поле боля. Как показыва-
ет сформировавшееся среди исследователей мнение, выходом является усиление международной консоли-
дации для обеспечения такого применения искусственного интеллекта в военной сфере, которое бы отвеча-
ло гуманитарным ценностям и нормам международного права. Актуальность статьи подтверждается воз-
росшим интересом к искусственному интеллекту среди исследователей, а также на государственном 
уровне. 
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Abstract: the purpose of the article is to study the role of artificial in military conflicts, to identify the areas of 

its application and potential challenges associated with it. The research hypothesis is that artificial intelligence sig-
nificantly modifies the very essence of military conflict. The key method of the research is content analysis of actu-
al studies of domestic and foreign authors, together with departmental documents of specialized organizations. 
Along with content analysis, the paper uses statistics as a research method. The research establishes that it is too 
early to talk about the transition of military conflicts to a new stage, despite the development of artificial intelli-
gence in this area. To date, there are many technological, legal and ethical obstacles to the transition to the full-
scale use of artificial intelligence in the battlefield. According to the opinion formed among researchers, the way 
out is the strengthening of international consolidation to ensure such application of artificial intelligence in the mili-
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tary sphere, which would be in line with humanitarian values and norms of international law. The relevance of the 
article is confirmed by the increased interest in artificial intelligence among researchers, as well as at the state level. 
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Введение 
На сегодняшний день технологии на основе ис-

кусственного интеллекта проникли во все сферы 
человеческой жизни. Область международных от-
ношений и, в частности, вооруженных конфликтов 
не стала исключением из общей тенденции. Гло-
бальная политическая нестабильность в мире 
обеспечила благоприятную почву не только для 
внедрения относительно новых технологий в во-
енной отрасли, но и послужила импульсом к их 
дальнейшему динамическому развитию. Отноше-
ние к технологиям подобного рода формируется 
неоднозначным: некоторые видят в развитии ис-
кусственного интеллекта способ решения самых 
различных проблем, автоматизацию рутинной де-
ятельности, другие отмечают пагубное влияние 
данных технологических решений на человече-
скую жизнь и безопасность [9, 13]. Тем не менее, 
вне зависимости от приводимых оценок, абсолют-
но понятно, что та роль, которую искусственный 
интеллект играет во всех сферах человеческой 
жизни и в ходе ведения военных действий, будет 
только расширяться, включая в себя все новые 
технологические решения и изобретения. 

Актуальность темы исследования подтвержда-
ется повсеместным применением средств разведки 
и вооружения с технологической «начинкой» с 
искусственным интеллектом в ходе современных 
военных конфликтов, например, в Сирии, в ходе 
ведения специальной военной операции (далее – 
СВО), в ходе Израиле-Палестинского конфликта 
[17]. Подобные технологии не только позволяют 
эффективней вести боевые действия, обеспечивая 
превосходство напрямую на линии столкновения, 
но и позволяют, как и сократить количество чело-
веческих жертв, так и вести информационно-
психологическое воздействие на противника, раз-
лагая его боевой дух и дисциплину [4, с. 35-40]. 
Особым образом искусственный интеллект видо-
изменил и процессы обучения, в том числе, и в 
военной сфере, открывая доступ к тренировкам в 
режиме виртуальной реальности. Это позволило 
максимально приблизить тренировочный процесс 
к реальным условиям ведения боя, управления во-

енной техникой и симулируя различные возмож-
ные ситуации [1, с. 5-9]. 

В этой статье на основе документов государ-
ственного и ведомственного происхождения [2, 8, 
9, 13, 15, 19, 20] и ряда исследовательских статей и 
монографий [3, 4] производится попытка взгля-
нуть на новейшие решения в области искусствен-
ного интеллекта среди военных технологий. Более 
того, статья стремиться дать ответ на вопрос о 
том, какие перспективы и вызовы стоят перед че-
ловечеством при использовании подобных реше-
ний. 

Материалы и методы исследований 
Теоретический фундамент статьи выстраивает-

ся вокруг оценки роли искусственного интеллекта 
в военных конфликтах. Это роль анализируется 
через призму таких основополагающих работ как 
«Психологическая война» П. Лайбарджера [3] и 
«Информационно-психологическая война» А. Ма-
нойло [4]. Заложенные в них идеи о целях и зада-
чах информационно-психологических войн корре-
лируют с существенной частью функций, реализу-
емых искусственным интеллектом на современном 
поле боя. Так, с его помощью осуществляется по-
давляющее большинство кибератак, которые мо-
гут быть нацелены на психологическое подавле-
ние сил противника, с его же помощью выстраи-
ваются и защитные алгоритмы от них [16, с. 378-
379]. В работе рассматриваются следующие тези-
сы: 

1) Искусственный интеллект радикально изме-
няет суть политического и военного конфликта, 
открывая невероятные возможности осуществле-
ния информационного воздействия на противника, 
обеспечивая разведку, выполняя другие задачи на 
линии боевого соприкосновения. 

2) Современный прогресс искусственного ин-
теллекта ставит перед человечеством дилемму о 
том, принесет ли дальнейшее развитие подобных 
технологий больше вреда или пользы человече-
ству, в частности – в достижении военных и поли-
тических целей. 

3) Необходимость контроля над этим прогрес-
сом может и должна привести к усилению между-
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народной консолидации для установления право-
вых норм контроля над реализацией технологий 
на основе искусственного интеллекта, как это бы-
ло с другими видами вооружений в прошлом. 

Исследование выстроено вокруг наиболее со-
временных публикаций государственных и меж-
дународных организаций, затрагивающих пробле-
матику использования технологий на основе ис-
кусственного интеллекта в рамках вооруженных 
конфликтов и в смежных сегментах человеческой 
деятельности [2, 8, 19]. Для обеспечения ком-
плексного подхода к обозреваемой теме роли ис-
кусственного интеллекта в военных конфликтах 
XXI века привлекаются и статьи отечественных и 
зарубежных авторов [5, 6, 7]. Максимально широ-
кая выборка, как и статей, так и других источни-
ков позволяет добиться приемлемого уровня ре-
презентативности в обозреваемом и цитируемом 
материале. Для достижения этой цели в работе 
соблюдается паритет между иностранными и рус-
скоязычными источниками, более того, среди при-
влеченных источников также представлены взгля-
ды различных стран и организаций, что позволяет 
с разных политических позиций взглянуть на ис-
следуемую проблему. 

Ключевым методом исследования в рамках 
данной работы является контент-анализ [12]. Учи-
тывая новизну вопросов, связанных с искусствен-
ным интеллектом, обусловленную не столь давней 
популяризацией технологий подобного уровня, 
наиболее исследовательски ценная информация 
раскрывается путем сопоставления существующе-
го плюрализма мнений и взглядов. Немаловажно и 
то, что привлекаемые публикации обладают четко 
прослеживаемой категоризацией – как и по языку 
оригинального текста, так и по своей принадлеж-
ности к той или иной организации. Имея пред-
ставление о миссии и целях организации или 
страны, создавшей тот или иной документ, можно 
критически оценивать изложенную в нем инфор-
мацию. 

Отталкиваясь от вышеизложенных тезисов, и 
следуя контент-анализу как основному методу ис-
следования, следует уточнить, что в соответствии 
с типологией М. Бенгсстон в данном случае ис-
пользуется дедуктивный вид контент-анализа [14]. 
Применение именно этого типа данного исследо-
вательского метода позволяет наиболее полноцен-
но увязать предполагаемые теории с исследуемой 
литературой и источниками для оценки их состоя-
тельности. 

Отдельно стоит упомянуть и метод статистиче-
ского анализа. К. Пирсон в своей фундаменталь-
ной работе «The Grammar of Science» дает оценку 
этому исследовательскому методу как основному 

научному методу, применимому к любой сфере 
научной деятельности, и позволяющему формиро-
вать индуктивные выводы для проверки гипотез 
[11]. В рамках этой статьи во многих привлекае-
мых источниках приводятся статистические дан-
ные и их интерпретация [1, с. 4, 16]. Учитывая 
формат статьи, наиболее целесообразным пред-
ставлялось использовать уже готовые данные ста-
тистических исследований, и через их призму 
оценить выдвигаемые теории, с оговоркой на то, 
что эмпирическая база данных обозреваемых ис-
следований отличается по принципу комплектова-
ния, тем не менее, предоставляет необходимую 
визуализацию по темам, сопредельным с исследо-
вательскими вопросами настоящей статьи [11]. 

Говоря о специфике источников, рассматрива-
емых в статье, важно помнить про то, что ведом-
ственные документы, а, в частности, отчеты орга-
низации уровня НАТО [9] и ВОЗ [13], точно так 
же, как и внутренние документы Министерства 
обороны США [8, 19, 20] обладают своей узкой 
целевой аудиторией и преследуют достаточно уз-
кие цели своим созданием, что ограничивает их 
источниковедческий потенциал. Так, директивы и 
стратегии Министерства обороны США, равно как 
и Военная доктрина РФ [2, с. 3-5.], достаточно ла-
конично передают информацию, выражая ее в ви-
де списков тезисов, изредка прибегая к инфо-
графике и схемам. Тем не менее, в этих докумен-
тах наиболее емко отражается государственная 
и/или ведомственная политика виденья современ-
ного военного конфликта, а также и роли в нем 
новейших технологий. 

Результаты и обсуждения 
XXI век стал эпохой стремительного техноло-

гического развития. Быстрый прогресс в сфере 
вычислительной техники, компьютерных техноло-
гий, микропроцессорах и беспроводных сетях стал 
отличным фундаментом для создания и эволюции 
систем на основе искусственного интеллекта. Во-
енная индустрия не стала исключением из общей 
тенденции, и именно в ней можно отчетливо про-
следить имплементацию искусственного интел-
лекта. Как правило, военные заинтересованы в со-
здании автономных систем для ведения боевых 
действий, чтобы обеспечить, как и более точное, 
оперативное принятие решений в боевой обста-
новке, так и для сохранения человеческих жизней 
[7, с. 2]. Некоторые попытки автоматизации в во-
енной технике осуществлялись еще в XX веке, 
например, интеграция вычислительных элементов 
в системы наведения ракетных комплексов в 
СССР в 1960-1970-х гг. Сейчас же государства 
вкладывают существенные ресурсы в создание, 
апробации и серийный запуск беспилотных ле-
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тальных аппаратов (далее – БПЛА), беспилотные 
катера, и другой схожей военной техники. Cтраны 
заинтересованы и в разработке программного 
обеспечения, позволяющего либо производить 
сложные математические расчеты без дополни-
тельного человеческого участия. Стоит отметить, 
что беспилотные боевые машины обладают рядом 
существенных недостатков, связанных с осу-
ществлением бесперебойного дистанционного 
управления. Эти недостатки негативно сказывают-
ся на самом принципе автономности боевой ма-
шины, поскольку особенности рельефа местности 
и погодные условия могут снижать эффективную 
дальность управления такой машиной до всего 
лишь нескольких километров, чтобы отмечено во 
время опыта применения «Уран-9» в Сирии [18]. 

Основной же проблемой таких машин, как и 
подобных им автономных систем в других стра-
нах, является этическая и правовая проблема, за-
вязанная на саморегулировании искусственного 
интеллекта, на базе которых они работают. Боль-
шинство таких машин оснащены вооружением, 
однако программные настройки не позволяют им 
самостоятельно принимать решение о поражении 
разведанной цели – необходимо подтверждение 
человека [18]. Помимо этого, несмотря на опреде-
ленную перспективность разработок в этой сфере, 
исследователи отмечают существенные проблемы 
с тем, что правовая система во многих странах по-
ка не имеет действующих норм для урегулирова-
ния ответственности за использование подобных 
машин [7, с. 13]. 

Ключевым фактором в разработке правового 
урегулирования применения автономных боевых 
систем на базе искусственного интеллекта иссле-
дователи считают недостаточную прозрачность 
алгоритмов в моменты принятия решений [6, с. 7]. 
Ю. Харитонова в своей работе по вопросам право-
вого урегулирования применения искусственного 
интеллекта в военном деле отмечает, что размы-
ваются и смешиваются понятия искусственного 
интеллекта и интеллектуальных систем. Тем не 
менее, это не должно приводить к созданию в пра-
ве лазейки о переносе ответственности с операто-
ров систем на сами программы при нарушении тех 
или иных правовых норм [6, с. 6-7]. В то же время, 
операторы БПЛА или другой схожей с ними тех-
ники все равно должны нести ответственность, как 
минимум – моральную, что обозначает наличие и 
этической проблемы урегулирования использова-
ния вооружений на базе искусственного интеллек-
та. Вопросы правового и этического характера в 
равной мере волнуют и отечественных, и зару-
бежных исследователей, что позволяет говорить о 
консолидации, как минимум научных интересов, 

так и о перспективах к международному сотруд-
ничеству в области регуляции искусственного ин-
теллекта на поле боя. 

Помимо непосредственного участия в действи-
ях на линии боевого столкновения, искусственный 
интеллект может быть использован и в других ва-
риациях, например, осуществление разведки. При 
этом, искусственным интеллектом оснащаются, 
как и средства визуальной разведки, так и алго-
ритмы, анализирующие аэрокосмические снимки. 
Наряду с этим, в современных научных публика-
циях указывается и на необходимость использова-
ния искусственного интеллекта в анализе данных, 
связанном с потенциальными направлениями пе-
ремещений противника, выбором им мест дисло-
кации, размещения объектов военной инфраструк-
туры и так далее [5, с. 4-7.]. 

Отдельного упоминания стоит использование 
алгоритмов или программ на основе искусствен-
ного интеллекта в рамках информационно-
психологического воздействия на вооруженные 
силы противника или на мирное население. В рам-
ках военной доктрины РФ есть четкое обозначе-
ние дестабилизации внутренней обстановки в 
стране как одной из военных опасностей, равно 
как и резервирует право на использование инфор-
мационных инструментов защиты национальных 
интересов страны при возникновении подобной 
опасности [2, с. 5]. Тенденция по применению ис-
кусственного интеллекта в журналистике намети-
лась еще в начале века, и ее примитивные формы 
позволяли автоматизировать обработку больших 
объемов данных.  К середине 10х гг. широкое рас-
пространение получили программные решения 
для генерации контента в социальных сетях, авто-
матизированной его публикации, редакции, стали 
доступны программы, существенно облегчающие 
взлом и кибершпионаж [4, с. 57]. Таким образом, 
на сегодняшний день в ряде стран абсолютно от-
крыто действуют специальные ведомства внутри 
министерств обороны, отвечающие за осуществ-
ление кибератак [10]. Примечательно, что даже в 
случае отсутствия такого структурного подразде-
ления как такового, зачастую их деятельность 
остается в «серой зоне», и эти организации могут 
выступать как прокси для достижения целей, по-
ставленных им по заказу либо государства, либо 
других политических агентов [10]. 

Как уже было затронуто выше, военная док-
трина РФ [2, с. 1-5] подразумевает защиту, а также 
и использование информационных методов для 
обеспечения безопасности страны и для достиже-
ния своих военных целей. В частности, по заявле-
ниям Австралийского института стратегической 
политики, еще на момент 2021 года в США опаса-
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лись потенциальных кибер-атак на инфраструкту-
ры правительственного сегмента интернета через 
прокси-группировки хакеров, которые могли бы 
действовать в интересах РФ [10]. Представляется 
вполне возможным подобное применение средств 
обеспечения информационной безопасности со 
стороны РФ в качестве ответных мер, учитывая, 
что это не противоречило бы утвержденной док-
трине. Как раз для полномасштабных кибер-атак, 
позволяющих перегружать и отключать целые 
сервера и могут потребоваться решения, основан-
ные на искусственном интеллекте, и позволяющие 
в разы увеличивать интенсивность этих атак. 

Более иллюстративным примером роли искус-
ственного интеллекта в виденье современных бое-
вых действий РФ является активное применение 
подобных технологий для принятий решений на 
различных уровнях – от оперативного до страте-
гического [17]. В данной статье, опубликованной 
на сайте Центра Американской безопасности (да-
лее – CNAS) говорится о том, что хоть им и слож-
но оценить реальную степень присутствия передо-
вых технологий на основе искусственного интел-
лекта в ходе СВО, тем не менее, даже через их 
средства информирования и открытые источники 
можно сделать уверенный вывод о повороте РФ к 
более активному применению подобных решений 
[17]. Например, авторы исследования CNAS при-
водят слова генерального директора фонда пер-
спективных исследований РФ, что в ближайшем 
будущем стоит цель заменить большинство, если 
не всех, солдат на передовой на роботов или авто-
номные системы, тем самым сократив людские 
потери на линии боевого столкновения [17]. В за-
ключение, CNAS приходит к выводу о том, что 
ход СВО наиболее четко подчеркивает ту крити-
ческую важность, которую приобретает искус-
ственный интеллект в его самых различных фор-
мах в составлении оперативной картины боя в 
рамках современных вооруженных конфликтов 
[17]. 

Переходя к анализу виденья роли искусствен-
ного интеллекта в НАТО, наиболее ценными ис-
точниками в этом контексте являются доклад Spe-
cial Competitive Studies Project (частный аналити-
ческий фонд в США, работающий с проблемати-
кой технологий и безопасности, далее – SPSP) 
[15], директива министерства обороны США об 
автономных средствах вооружения [8] и доклад о 
стратегии по искусственному интеллекту [20], а 
также отчет НАТО о появлявшихся разрушитель-
ных технологиях [9]. Так, в стратегии министер-
ства обороны США от 2018 года искусственный 
интеллект определяется как «одно из технологиче-
ских преимуществ, которыми обладает страна и 

которым пользуется в своей миссии по защите 
своих граждан от внешней угрозы» [20, с. 5]. В 
этой же стратегии делается особый акцент на то, 
что и другие страны, в частности – КНР и РФ, 
имеют большие расходы на создание средств во-
оружения на основе искусственного интеллекта 
[20, с. 5]. В качестве необходимых шагов в ны-
нешних условиях и стратегии на будущее в докла-
де выделены следующие меры: стать лидерами в 
сфере освоения искусственного интеллекта, вести 
коммуникацию с ведущими учеными и бизнесами 
в этом сегменте, включить технологии на основе 
искусственного интеллекта в механизмы решения 
различных ведомственных задач, обеспечивать 
инновации на всех возможных уровнях [20, с. 7-8]. 

В докладе министерства обороны США от ян-
варя 2023 года отдельно рассматриваются вопросы 
о разработке и использовании автономных боевых 
систем [8]. Особым образом подчеркивается наме-
рение министерства обороны обеспечить прозрач-
ный, безопасный порядок применения подобных 
вооружений, гарантируется применение автоном-
ных боевых систем исключительно подготовлен-
ным, специально обученным личным составом [8, 
с. 6]. Наиболее важно, что среди обязательств, ко-
торые берет на себя министерство обороны, от-
дельным пунктом дается гарантия о несении от-
ветственности личным составом за любое исполь-
зование автономных боевых систем, а также за 
потенциальные последствия [8, с. 6]. Резюмируя, 
что в министерстве обороны США, что в НАТО, 
что в отчетах частных организаций уровня SPSP, 
главной темой остается необходимость скорейше-
го включения искусственного интеллекта на всех 
уровнях военной стратегии, однако сохраняются 
веские опасения насчет безопасности. 

Особенно важным в рамках военных стратегий 
может являться возможность применять искус-
ственный интеллект для дезинформации и психо-
логического воздействия во время ведения боевых 
действий и в мирное время. Поскольку пропаганда 
и воздействие на моральное состояние личного 
состава и гражданского населения давно стали 
неотъемлемой частью любого противостояния [3, 
с. 27-31, 4], не стоит предполагать, что новые воз-
можности в такой деятельности останутся незаме-
ченными среди крупнейших стран. На текущий 
момент времени объем дезинформации стал бес-
прецедентным, учитывая широчайший спектр 
возможностей искусственного интеллекта по гене-
рации контента. Несмотря на то, что исследовате-
ли считают основными бенефициарами злонаме-
ренного использования искусственного интеллек-
та в целях дезинформации бизнесы и отдельных 
политиков [16, с. 378], сложно отрицать привлека-
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тельность решений на базе искусственного интел-
лекта для преследования государственных целей, 
особенно если речь об осуществлении психологи-
ческого воздействия на силы противника. 

Выводы 
В заключение, стоит сказать, что с началом 

широкого распространения самых различных тех-
нологий на основе искусственного интеллекта ме-
няется и внешний вид современного вооруженно-
го конфликта. Данные перемены, как следует из 
указанного выше, затронули самые различные 
сферы, начиная от обучения и подготовки состава 
войск, заканчивая технологиями в области осу-
ществления информационно-психологического 
воздействия на силы противника. Тенденция ши-
рокого внедрения искусственного интеллекта вме-
сте с масштабами его использования в ходе по-
следних и текущих конфликтов позволяет сделать 
вывод о том, что и в дальнейшем мы будем свиде-
телями трансформации методов ведения боя под 
влиянием технологического прогресса в этой от-
расли. Тем не менее, пока не представляется воз-
можным категорически утверждать о радикальной 
эволюции в видах вооруженных конфликтов, по-
скольку большая часть решений на основе искус-
ственного интеллекта скорее дополняет уже име-
ющиеся технологии, нежели предлагает концепту-
ально новые. Исключением можно считать разра-
ботку и внедрение в тренировочный процесс си-
муляции в мета-вселенных [1, с. 11]. 

Отвечая на вопрос о том, окажет ли дальнейшее 
совершенствование искусственного интеллекта 
негативные или позитивные перемены в жизнь 
человечества, необходимо учитывать тот факт, 
что, в первую очередь, многое будет зависеть от 
скорости формирования достаточных и эффектив-

ных основ правового урегулирования в этой сфе-
ре. Современные исследователи в области права 
говорят о том, что на сегодняшний день дефини-
ции искусственного интеллекта нуждаются в акту-
ализации, поскольку в правовом поле необходимо 
обеспечивать принцип наказуемости незаконных 
действий лиц, использующих искусственный ин-
теллект. Обеспечив четкие границы зон ответ-
ственности, можно добиться правовой прозрачно-
сти в использовании искусственного интеллекта, 
особенно во время вооруженных конфликтов, в 
рамках которых значительно трудней осуществ-
лять контроль над преступлениями. С другой сто-
роны, на сегодняшний день скорости развития и 
появления новых форм технологий существенно 
опережают эволюцию правового поля. 

Как следует из анализа существующих на дан-
ный момент военных доктрин [2] и стратегий 
крупнейших держав [8, 20] – искусственный ин-
теллект ставится в область перспективных разра-
боток, и именно за ним признается будущее в во-
енном деле. Дальнейшее развитие подобных тех-
нологий неминуемо, и будет продолжать суще-
ственное, либо даже решающее влияние на ход 
военных конфликтов любого уровня и масштаба. 
Более того, области применения искусственного 
интеллекта уже давно вышли за пределы физиче-
ского поля, и одной из ключевых таких сфер бу-
дет, и уже является сфера информационно-
психологического противодействия. Ключом к 
благоприятной интеграции технологий на основе 
искусственного интеллекта должны стать откры-
тость, международное сотрудничество и усилен-
ный контроль над безопасностью закладываемых в 
алгоритмы параметров, как и своевременная их 
проверка и адаптация. 
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