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Abstract. This paper describes the application of physics-informed neural network (PINN) for solving partial
derivative equations. Physics Informed Neural Network is a type of deep learning that takes into account physical
laws to solve physical equations more efficiently compared to classical methods. The solution of partial derivative
equations (PDEs) is of most interest, since numerical methods and classical deep learning methods are inefficient
and too difficult to tune in cases when the complex physics of the process needs to be taken into account. The
advantage of PINN is that it minimizes a loss function during training, which takes into account the constraints of
the system and th e laws of the domain. In this paper, we consider the solution of ordinary differential equations
(ODEs) and PDEs using PINN, and then compare the efficiency and accuracy of this solution method compared
to classical methods. The solution is implemented in the Julia programming language. We use NeuralPDE.jl,
a package containing methods for solving equations in partial derivatives using physics-based neural networks.
The classical method for solving PDEs is implemented through the DifferentialEquations.jl library. As a result,
a comparative analysis of the considered solution methods for ODEs and PDEs has been performed, and an
evaluation of their performance and accuracy has been obtained. In this paper we have demonstrated the basic
capabilities of the NeuralPDE.]l package and its efficiency in comparison with numerical methods.

Key words and phrases: physics-informed neural networks, numerical methods, differential equations, Julia
programming language, NeuralPDE

For citation: Belicheva, D. M., Demidova, E. A., Shtepa, K. A., Gevorkyan, M. N., Korolkova, A. V., Kulyabov, D. S. Using Neu-
ralPDE.jl to solve differential equations. Discrete and Continuous Models and Applied Computational Science 33 (3), 284-298. doi:
10.22363/2658-4670-2025-33-3-284-298. edn: HHCVPK (2025).

1. Introduction

Physics-informed neural networks (PINNs) are deep learning methods designed to solve various types
of differential equations (DEs) that arise in computational science and engineering [1]. By integrating
data and physical laws, PINNs construct a neural network that approximates the solution of a DE
system. Such a network is obtained through the minimization of a loss function that encodes any
prior knowledge about the DEs and the available data.

To demonstrate the functionality of PINNs, we employ the NeuralPDE.jl library [1], implemented
in Julia programming language [2, 3]. We consider a simple mathematical model based on a system
of ordinary differential equations (ODEs). The system is solved numerically and using PINNs, then
the resulting solutions are compared with the first integral of a system.
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2. Physics-informed neural networks

Physics-informed neural networks (PINNs) have become an increasingly effective approach for
solving differential equations and constructing neural equivalents of physical models. Classical
neural networks derive solutions solely based on data represented as pairs of “state-value.” A key
feature of PINNS is that they take into account the physical laws behind the problem, which are
expressed as ordinary or partial differential equations. In other words, the loss function explicitly
includes the ODE/PDE terms as well as the initial and boundary conditions. The term PINN was
introduced in [4], where it was defined as a new class of universal function approximators capable of
encoding fundamental physical laws that can be described by partial differential equations.

2.1. Overview

Consider a differential equation of the following form:

F(u(x); 1) =0,

where F is a differential operator, u is the solution of the differential equation, 1 denotes the
parameters of the equation, and x = x, ..., X,, € Q is an n-dimensional coordinate vector defined on
the domain Q.

Let Bdenote the boundary operator, and let the function u satisfy the following boundary conditions:

B(u(x);A) =0

And I denotes the initial condition operator, while the function u satisfies the following initial
conditions:

I(u(x); A) = 0.

PINNs solve partial differential equations (PDEs) by utilizing the Universal Approximation
Theorem [5], which states that for any measurable function u, there exists a sufficiently large neural
network N with weights w such that ||N(x; w) — u(x)|| < € for all x € Q. This implies that an arbitrary
differential equation can be solved by replacing the unknown solution u(x) with a neural network
N(x; w) and finding the weights w such that F(N; 1) ~ 0 for all x € Q. Formally, this condition can be
expressed as a single equation by summing the the residuals over all points x.

L(w) = f |IFNGe w); )1, M
0

where the objective is to determine the neural network weights w that minimize the loss function
L(w). In contrast to the exact analytical solution, if L(w) = 0, the neural network can be regarded, by
definition, as the solution of the corresponding differential equation.

Since the boundary conditions must be satisfied only on a certain subset 642, it is useful to separate
the boundary and initial conditions into their own equation. Thus, we obtain:

Lw) = f IFNGe, w); Dl + f |IBONGe, w): Dldx + NG w): D). @
0\oQ a0

Equation (1) is equivalent to (2), but it provides a clearer view of the implementation. Let us rewrite
it using the following notation:
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L(LU) = Lr + Lic + LbC’

where L, is the differential equation residual, L;. is the initial condition error, and Ly, is the boundary
condition error.

2.2. General workflow

The workflow of PINNSs consists of the following main steps:

1. Definition of the problem based on physical laws and formulation of the governing equations
describing the system.

2. Collection of data representing the system’s behavior from experiments, simulations or other
sources.

3. Selection of the neural network architecture and initialization of its parameters.

4. Formulation of the loss function, which incorporates both the agreement with experimental
data and the satisfaction of the physical equations.

5. Training of the neural network by minimizing the loss function.

6. Verification of the training stopping criteria (e.g., reaching a predefined number of epochs or
achieving minimal loss).

7. Analysis and interpretation of the obtained results.

A more detailed workflow of PINNs can be outlined as follows:

1. Definition of the physics-based problem:

- formulate the governing equations that describe the behavior of the system (these
equations may be derived from fundamental principles such as conservation laws or
constitutive equations);

- specify the boundary and initial conditions for the problem.

2. Data collection:

- obtain data representing the behavior of the system from experiments, simulations, or
other sources;

- prepare the training data by selecting the points (spatial or temporal coordinates) at
which predictions and losses will be evaluated.

3. Design and configuration of the neural network architecture:

- define the type of neural network (e.g., fully connected network);

- select the number of layers and neurons per layer;

- choose activation functions;

- initialize network parameters (weights and biases).

4. Formulation of the loss function:

- include two main components in the loss function:

- data fidelity term — measures the discrepancy between network predictions and
observed data;

- physics-informed term — enforces the satisfaction of the governing physical
equations as constraints;

- adjust the weighting of the loss components to balance data accuracy and physical
consistency.

5. Training of the neural network:

- feed input data into the network and compute predictions;

- evaluate the loss using the formulated loss function;

- update the network parameters using an optimization algorithm;
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Figure 1. Flow diagram of the PINN training process

- apply automatic differentiation to compute the derivatives required for training.
6. Verification of stopping criteria:
- monitor whether a predefined number of training epochs (iterations) has been reached;
- track the minimization of the loss function or other convergence criteria;
- assess the stability and quality of the predictions.
7. Iterative refinement of training and validation until the stopping conditions are met. This
process can be represented by a block diagram (Fig. 1).
8. Evaluation of results:
- analyze network predictions for consistency with both experimental data and physical
laws;
- assess the accuracy and interpretability of the obtained solution.
9. Interpretation and application of results:
- use the trained model to predict system behavior under new conditions;
- apply the model to solve forward and inverse problems, data assimilation tasks, and
related applications.
10. Model optimization and refinement (if required):
- adjust the network architecture, loss function, or training process to improve
performance;
- retrain the model with updated parameters if the results are unsatisfactory.

2.3. Overview of the NeuralPDE package

The Neura'lPDE package [6] is part of the SciML [7] ecosystem for the Julia programming language.
This collection includes packages that enable the computation of mathematical models based on
various types of differential equations, combining traditional numerical methods with machine
learning techniques.

The NeuralPDE package employs neural networks whose loss function incorporates the differential
equations defining the mathematical model. This enables the training process to account for the
underlying physical laws governing the problem, thereby implementing the concept of PINNs [8].

NeuralPDE is used to address three broad classes of problems:

- approximation of solutions to systems of ordinary differential equations (ODEs);
- approximation of solutions to partial differential equations (PDEs);
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- solution of inverse problems, which involve determining the coefficients of ODEs and PDEs
from known solutions.

The NeuralPDE package has been in active development since 2019 [9]. It can be installed through
Julia’s standard package manager by executing the command add NeuralPDE. Installation involves
downloading a substantial number of dependencies, including both additional Julia packages and
artifacts. In the Julia ecosystem, artifacts refer to external binary files of libraries or auxiliary utilities
required by dependent packages. By default, NeuralPDE performs computations on the central
processing unit (CPU). To enable graphics processing unit (GPU) acceleration, one must additionally
install either Flux.j1 [10] or Lux.jl [11]. The formulation of ordinary and partial differential
equations relies on the syntax provided by the ModelingToolkit.j1l package [12], which is also
part of the SciML ecosystem. According to its official documentation, ModelingToolkit.jl is
a framework for high-performance symbolic-numerical computation designed for mathematical
modeling and scientific machine learning. It enables high-level symbolic specification of problems
for subsequent numerical computation and analysis. The symbolic representation is built upon
the Symbolics.j1 package [13], which serves as a computer algebra system (CAS) within the Julia
environment.

2.4. Solving ODEs in Julia

In mathematical terms, ODEProblem represents the following formulation:

u' = f(u,p,t)
for the interval t € (t, ty) with the initial condition u(ty) = u,.
Let us solve a simple ordinary differential equation (ODE):

u' = cos(27t)
for t € (0,1) with uy = 0, we use NNODE and a numerical method, and then compare the results.

The problem is defined using the ODEProblem method by specifying the equation, initial condition,
and time interval.

linear(u, p, t) = cos(t * 2 x pi)

tspan = (0.0, 1.0)

uo = 0.0

prob = ODEProblem(linear, u®, tspan)

We set NeuralPDE .NNODE (), an algorithm for solving ordinary differential equations with a neural
network. It represents a specialized form of the physics-informed neural network approach that
serves as a solver for standard ODE problems. We then specify the neural network architecture using
Lux.j1 by defining a multilayer perceptron (MLP) with one hidden layer of 5 units and a sigmoid
activation function, as follows:

rng = Random.default_rng()

Random.seed! (rng, 0)

chain = Chain(Dense(1, 5, o), Dense(5, 1))

ps, st = Lux.setup(rng, chain) |> Lux.f64

We use the solve method to compute the solution of the defined problem, applying the Tsit5()
solver with a step size of 0.01 (see Fig. 2):

sol_num = solve(prob, Tsit5(), saveat = 0.01)

A similar procedure is applied to produce the plot for the time interval [0, 15] (Fig. 3).
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Figure 2. Comparison of solutions over the interval [0, 1] Figure 3. Comparison of solutions over the interval [0, 15]

3. Lotka-Volterra model

3.1. Description of the Lotka-Volterra model

Let us consider the Lotka-Volterra mathematical model (predator-prey model), which describes the
interaction between two species of animals. One species preys on the other, while the prey population
has access to unlimited food resources [14, 15]. The model is represented by the following system of
equations:

dx
3r = ox(®) = Bx(0y(),

d

X = —yy(0) + Ex(O(0).

In this model x denotes the number of prey and y the number of predators. The coefficient a
represents the natural growth rate of the prey population in the absence of predators, while c describes
the natural mortality rate of predators deprived of food (prey). The probability of interaction between
prey and predators is assumed to be proportional to both their population sizes. Each interaction
decreases the prey population but contributes to the growth of the predator population (the terms
—bxy and dxy in the right-hand side of the equations).

The first integral of the system can be written as follows:

alogy — By +ylogx —8x = C, C = const.

To solve the system, we set the parameters ¢« = 1.5, § = 1.0, y = 3.0, § = 1.0. We consider the initial
value problem (Cauchy problem) with the following initial conditions:

x(0) =1,
{y(O) =1.

3.2. Numerical investigation

We solve the system numerically using Tsit5() with a step size of 0.01 from the
DifferentialEquations.jl library [16]. We consider the time interval [0,4]. The results
obtained by the numerical method are shown in Figs. 4, 5.

As shown in Fig. 4, the trajectory of the numerical solution forms a closed curve, indicating that
the phase volume is conserved, similar to the analytical case.
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Figure 4. Phase portrait of the Lotka-Volterra model. Figure 5. Numerical solution of the
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Figure 6. Phase portrait of the Lotka-Volterra model Figure 7. PINN-based solution of the
obtained using PINN Lotka-Volterra model

3.3. PINN-based solution of the model

We now solve the system using the NeuralPDE. j 1 library. The neural network architecture is defined
with the Lux. j1library. A three-layer neural network is employed, consisting of one input neuron,
two output neurons, and sixteen neurons in the hidden layer. The activation function for the first
two layers is the hyperbolic tangent. Parameter optimization is carried out using the Broyden-
Fletcher-Goldfarb-Shanno (BFGS) algorithm from the OptimizationOptimJL.j1 package. The
NeuralPDE.NNODE () algorithm is used to solve the system of ordinary differential equations. This
algorithm is a specialization of the physics-informed neural network (PINN) approach applied to
standard ODE problems.

chain = Lux.Chain(Lux.Dense(l, 16, tanh), Lux.Dense(16, 16,tanh),
«~ Lux.Dense(16, 2))

opt = OptimizationOptimJL.BFGS()

alg = NeuralPDE.NNODE(chain, opt)

We proceed by calling solve as in a typical ODEProblem. The verbose option is enabled to
monitor the loss evolution during training. The maximum number of training epochs (iterations) is
set to 1000:

sol = solve(prob, alg, verbose = true, abstol=1e-8, maxiters = 1000)

As a result we obtain the following plots (Fig. 6, 7).
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3.4. Comparative analysis of methods

We compare the phase trajectories obtained from the numerical solution and from the neural network
with the first integral of the system. The corresponding squared error plots are shown in Fig. 8.

The plot indicates that the numerical solution provides higher accuracy than the PINN-based one.
A performance comparison of the two approaches is then conducted using the BenchmarkTools.j1l
package. The efficiency of the numerical method is assessed in terms of computation time and
memory consumption:

233.154 ps (7052 allocations: 567.62 KiB)
A similar evaluation is performed for the NeuralPDE. j1 library:
2463.046 s (3569138613 allocations: 2682.28 GiB)

Neural networks require significantly more computational resources and time compared to
numerical methods.

4. SIR model

Consider a system of differential equations whose solutions are aperiodic.

Compartmental models represent a general framework for modeling dynamic systems. They are
widely used in the mathematical modeling of infectious diseases, where the population is divided
into compartments labeled, for example, S, I, or R (susceptible, infectious, or recovered). Individuals
can move between compartments according to the transition rules defined by the model.

The SIR model is one of the simplest compartmental models, and many other models are derived
from this basic form. The model consists of three compartments:

- S: the number of susceptible individuals. When a susceptible and an infectious individual
come into “infectious contact”, the susceptible individual becomes infected and moves to the
infectious compartment.

- I: the number of infectious individuals. These are individuals who have been infected and are
capable of transmitting the disease to susceptible individuals.

- R: the number of recovered (and immune) individuals. These are individuals who have been
infected and recovered from the disease and moved to the recovered compartment. This
compartment may also be referred to as “resistant.”
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Figure 9. Numerical solution of the SIR model Figure 10. PINN-based solution of the SIR model

Aslong as the number of infected individuals does not exceed a critical threshold I*, all infected
persons are assumed to be isolated and unable to transmit the disease. Once I(t) > I*, the infected
individuals begin to spread the infection among the susceptible population.

The SIR model without vital dynamics (birth and death processes, sometimes referred to as
demographic effects) can be formulated as the following system of ordinary differential equations:

as _ _pis
dt = N’
I pIs

e R
dt N 7
dR

@RI

a T

where S is the number of susceptible individuals, I is the number of infected individuals, R is the
number of recovered individuals, and N is the total population given by the sum of these three
compartments. The parameters § and y represent the infection and recovery rates, respectively.

The system is solved numerically using the Tsit5() method with a step size of 0.1 from the
DifferentialEquations.j1 library [16]. We consider the time interval [0, 50] with the initial
conditions S = 990.0, I = 10.0, and R = 0.0. The resulting solution is shown in Fig. 9.

Next, we solve the same system using the NeuralPDE. j1 library. We employ a three-layer neural
network with one neuron in the input layer, three neurons in the output layer, and thirty-two neurons
in the hidden layer. The activation function in the first two layers is the sigmoid function. The
optimization is performed using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm from the
OptimizationOptimJL.j1 package.

chain = Lux.Chain(Lux.Dense(l1, 32, o), Lux.Dense(32, 32, o), Lux.Dense(32,
- 3))

opt = OptimizationOptimJL.BFGS()

alg = NeuralPDE.NNODE(chain, opt)

With the maximum number of training epochs set to 1000, the resulting solution is shown in Fig. 10.

In the case of a simple epidemic model the solution obtained using a physics-informed neural
network demonstrated low accuracy. Therefore, this approach cannot be recommended for solving
the given problem.
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5. Eikonal equation

5.1. Poisson’s equation

The official NeuralPDE documentation provides an example illustrating the solution of the two-
dimensional Poisson’s equation.

*u(x,y) N u(x,y)

Epe) 32 — sin(7x) sin(7y),

in a rectangular domain defined by the intervals x € [0,1] and y € [0, 1], with the following boundary
conditions:

u(0,y) =0,u(1,y) =0,
u(x,0) = 0,u(x,1) = 0.

The computation took approximately 30-40 minutes, resulting in plots consistent with those
presented in the official documentation (Fig. 11).

5.2. Solving the Eikonal equation with NeuralPDE
Let us write the Eikonal equation [17-20] in Cartesian coordinates on the plane.
u\®  [(ou\’ 5
(&) +(5) =re

The function n(x, y) is piecewise continuous.
This example employs the function describing the two-dimensional Maxwell lens [21].
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no
niry=41+ (%)2

ng, r >R,

where r = 1/(x — xo)2 + (¥ — ),)? is the distance from the center of coordinates to points on the lens,
which has a circular shape. The center of the lens is located at (xy, ) = (0,0). The lens radius is
R =1, and the refractive index of the medium is n, = 1.

The example from the official documentation was modified by replacing the Poisson’s equation
and its boundary conditions with the Eikonal equation. The first modification involved substituting
the second derivatives with the squares of the first derivatives:

Dx = Differential(x)
Dy = Differential(y)

Additionally, for the Maxwell lens:

eq = Dx(u(x, y))*Dx(u(x, y)) + Dy(u(x, y))*Dy(u(x, y)) ~ n(x, y)

In the Differential function, the symbol » specifies the order of differentiation rather than
exponentiation. For this reason, it was replaced by an explicit multiplication of the derivative by
itself. Also the boundary conditions and the domains of x, y were adjusted:

# Boundary condition (indicating that the point source is located at the
- origin)
bcs = [
u(-1, 0) ~ 0.0
]
# Domain (x, y)
domains = [x in (-1.0, 2.0), y in (-1.0, 2.0)]

After several simplifications and the elimination of most internal variables, the n(x, y) function
was represented as follows:

function n(x, y)
r = hypot(x, y)
if r <= 1
return 1 / (1 + r?2)
else
return 1
end
end

However, the program failed to execute in this configuration. After neural network initialization
(which took about 10 minutes), the program crashed with the error about a non-Boolean value used
in a Boolean context: ERROR: TypeError: non-boolean (Num) used in boolean context.

According to the official documentation, this error is documented and can arise from two primary
causes:

- the hypot function is not available in symbolic form, meaning it is not implemented within the
Symbolics. j1 package;

- the if-else-end construct is not supported for symbolic expressions and must be replaced
with the Base.ifelse function from the standard library.
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After applying these modifications, the refraction function was expressed as follows:
n(x, y) = ifelse(sqrt(xf2+ynr2) <=1, 1 / (1 + (x"2 + y~r2))"r2, 1)

After these modifications, the program executed successfully.
The processed results are presented in Fig. 12.

6. Discussion

The analysis of the NeuralPDE package revealed several drawbacks:

- The package has a large number of dependencies (over one hundred), including both other Julia
packages and external binary files (utilities and libraries). As a result, it requires significant
disk space and installation time. However, the main issue with the large dependency set is the
reduced reliability and stability of the package.

- The differential equation and boundary conditions are defined in symbolic form, which provides
only limited support for standard language constructs. Even for a simple function n(x,y) , the
if-else-end statement and the standard hypot function did not work as expected. It is
particularly unintuitive that i f-else-end must be replaced with Base.ifelse.

- Computation time is significantly greater compared to classical numerical methods. While
traditional numerical schemes complete calculations within tens of seconds, execution time
using NeuralPDE reaches several tens of minutes.

7. Conclusion

A comparative analysis was carried out for solving the Lotka-Volterra system of differential equations,
the epidemiological (SIR) model, and the eikonal equation using both a numerical method and
a physics-informed neural network. The implementation was performed in the Julia programming
language using the DifferentialEquations.jl and NeuralPDE. j1 libraries. It was concluded
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that currently neural network-based numerical methods cannot be regarded as a “silver bullet”.
Further research is required to determine the scope and limitations of their applicability.
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NMpumeHeHue NeuralPDE.jl gns peweHus
anddepeHLnanbHbIX ypaBHEHUHN

[.M. Benuuesal, E. A. [lemnposal, K. A. Litenal, M. H. leBopkaH?, A. B. Koponbkosal,
[. C. Kyns6osh?2

L Poccuniicknii yuueepcuTeT apyx6bl Hapoaos um. MaTpuca Jlymym6bl, yn. Muknyxo-Maknas, a. 6, MockBsa,
117198, Poccuinckas depepavus

2 06beMHEHHbIN MHCTUTYT SAEPHbIX UCCNefoBaHuii, yn. Xonvo-Kiopu, a. 6, ly6Ha, 141980, Poccuiickas
depepaymsa

AHHoTauus. Pa6ora onuceiBaet pumeHeHne Physics Informed Neural Network (PINN) zis1 pelueHus ypaBHe-
HUH B YaCTHBIX Ipon3BoAHbIX. Physics Informed Neural Network — aTo Buz riy60Koro o6yueHust, KOTOPHIi
yunThHIBaeT GU3MIECKUe 3aKOHHI s 6oee addeKTHBHOTO pemeHus GU3MIECKUX YPABHEHUH 110 CpaBHe-
HUIO C KJIacCU4eCKUMU MeTozaM. Haubospuinii MHTepec IpeACTaBIsgeT pellleHre ypaBHEeHUI B YaCTHBIX
mpousBozAHbIX (VUII), Tak KaK YMCIeHHbIe METOABI U KJIACCUYeCKIe MeTOABI ITIy60Koro o6ydeHus He addek-
THBHBI U CJIUIIKOM CJIOKHO HACTPAMBAEMBI B CIIydasx, KOTa He0OX0ANMO yIeCTb CI0XKHYI0 QU3NKY IpoIecca.
IIpeumymecteoM PINN sBjIsIeTCS TO, YTO IIPU OOYIeHNUN OHA MUHUMU3UPYET GYHKIIUIO [T0TEPh, KOTOPas
YYUTHIBaeT OTPAHUYEHHUsI CUCTEMBI M 3aKOHBI IPeIMeTHOMH 06;1acTH. B paboTe MBI pacCMaTpUBaeM pellleHHe
00BIKHOBEHHEIX JuddepeHnnanpabX ypasHeHuit (OAY) u VUII ¢ nomompio PINN, a 3aTeM cpaBHHBaeM 3¢-
(PeKTUBHOCTD ¥ TOYHOCTD 3TOT0 METO/a pellleHHs 10 CPABHEHHIO C KJIACCUYeCKUMU. PellleHNe pealn30BaHO
Ha sI3BIKe IIporpaMMupoBanus Julia. MsI ucrionssyeM NeuralPDE.jl - makeT, cofepkaIipii MeTO/bI pelle s
YpaBHEHUH B YaCTHBIX IPOU3BOJHBIH C IIOMOIIBIO HEUPOHHBIX CeTell, OCHOBaHHBIX Ha (¢usuke. Kiaccuye-
ckuit Metog perrenus YYII peannsoBan mocpencrsoM 6ubiauoreku DifferentialEquations.jl. B pesynbrarte
OBLI IIPOBeZIeH CPaBHUTEIBHBIN aHATN3 PacCMaTPHUBAaEMBIX MeTO/0B penterus Auasa OJY u VUII, a Taxxke 10-
JlydeHa OljeHKa UX IPOU3BOJUTEIbHOCTH U TOYHOCTH. B 3TOM cTaThe MbI IPO/IEMOHCTPUPOBATIH 6a30BbIe
Bo3MoOkHOCTH nakeTa NeuralPDE.jl u ero a¢peKTUBHOCTD 110 CPaBHEHUIO C YUCIEHHBIMU METOAMU.

KnioueBble cnoBa: HEMPOHHBIE CETH Ha OCHOBe (GU3MKH, YNCIeHHbIe MEeTOAHI, AubdepeHInaNbHble yPaBHEHN,
SI3BIK ITporpaMMupoBanusd Julia, maket NeuralPDE.jl



