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Abstract. The article is devoted to the construction of fast neurons and neural networks for the implementation
of two complete logical bases and modeling of computing devices on their basis. The main idea is to form a fast
activation function based on semi-parabolas and its variations that have effective computational support. The
constructed activation functions meet the basic requirements that allow configuring logical circuits using the
backpropagation method. The main result is obtaining complete logical bases that open the way to constructing
arbitrary logical functions. Models of such elements as a trigger, a half adder, and an adder, which form the basis
of various specific computing devices, are presented and tested. It is shown that the new activation functions
allow obtaining fast solutions with a slight decrease in quality compared to reference outputs. To standardize
the outputs, it is proposed to combine the constructed circuits with a unit jump activation function.
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1. Introduction

The need to increase the speed of artificial neural networks (ANN) containing a huge number of
neurons leads to the construction of “fast neurons”, which is achieved by a special implementation
of activation functions [1-3] and their hardware implementation. This has led to the expansion
of research in the field of creating and studying new activation functions and their practical use.
Currently, great efforts are aimed at accelerating the operation of activation functions for the
construction of “fast” neurons and neural networks based on them. A comparison of various typical
activation functions (AFs) in the ANN is performed in the works [4-6]. The issues of searching for
methods to reduce the computational complexity of implementing AFs are discussed in [7-9].

© 2025 Khachumov, M. V., Emelyanova, Y. G., Khachumov, V. M.

This work is licensed under a Creative Commons “Attribution-NonCommercial 4.0 International” license.
BY NC


http://journals.rudn.ru/miph
https://elibrary.ru/hffbmv
https://elibrary.ru/hffbmv
https://creativecommons.org/licenses/by-nc/4.0/deed.en
https://creativecommons.org/licenses/by-nc/4.0/deed.en

Khachumov, M. V. et al. Construction and modeling of the operation of elements of computing ... 243

Of interest is the creation of elements of computer technology (CT) using complete logical bases
(complete systems of logical functions). These are, for example, A, V, = (conjunction, disjunction,
negation); A, = (conjunction, negation); v, = (disjunction, negation). The devices are implemented
by covering them with neurons and neural networks. Interest in this approach is not weakening and
is currently growing with the increasing interest in artificial intelligence technologies. It is worth
noting the emergence of a class of specialized processors that serve to accelerate the work of neurons
and the training algorithms of ANNs as a whole [10].

In this paper, we propose to implement typical elements of the VT on “fast” neurons obtained
by replacing known activation functions with new functions that are characterized by a higher
implementation speed. Previously, the authors proposed a new activation function called the s-
parabola, created a complete logical basis and algorithms for setting up such neurons and neural
networks [11, 12].

In this paper, the main focus is on the construction of fast neurons using new activation functions
s-parabola, Sparabola-ReLU and ReLU-Sparabola, which are combinations of parabolas and linear
functions. Based on them, fast VT elements are proposed: “XOR”, trigger, half adder, adder.

Structure of the article

In section 2. Materials and Methods in paragraph 2.1. The basic requirements for activation
functions are presented. Section 2.2. Standard and new activation functions propose new functions
that can be used in ANNs configured using the backpropagation method. The settings and quality
parameters of neurons that form the logical bases “AND”-“OR”-“NOT” and the bases “AND-NOT”,
“OR-NOT” are shown. The settings are linked to the basic neuron schemes (one neuron, two neurons,
constructor) for configuring activation functions.

In section 3. Results in paragraph 3.1. show the settings of the activation functions on the logical
basis “AND”-“OR”-“NOT” by the method of back propagation of the error. In relation to the basic
circuits of neuron connection, comparative estimates of the speed of tuning and implementation
of functions are given. Similar studies are performed in section 3.2. for tuning activation functions
to the logical bases “AND-NOT”, “OR-NOT”. To expand the studies in section 3.3., new activation
functions are additionally tuned to the XOR function. Section 3.4. considers the construction of VT
elements on logical bases. The results of covering the circuits of the RS trigger of the half adder and
adder with logical elements on neurons and the “XOR” function are shown.

In section 4. Discussion discusses the obtained results in comparison with the state of the world
level of development of the subject area. The prospects of the proposed approach are associated with
the use of fast activation functions in multilayer and convolutional ANNs. It is noted that significant
acceleration can be achieved by switching to hardware implementation of activation functions in the
form of bit-parallel circuits and the use of CORDIC family algorithms.

In section 5. Conclusion summarizes the results obtained and provides suggestions for further
research development.

2. The materials and methods

2.1. Basic requirements for activation functions. Complete logical basis on traditional
and fast neurons

The requirements for activation functions are quite contradictory, but at the same time, the following
features can be highlighted.



244 Computer science DCME&ACS. 2025, 33 (3), 242-259

1. If neural networks are trained using the backpropagation method using the gradient descent
process, then the layers in the model and the activation functions must be differentiable. Some
activation functions, for example, linear or hyperbolic tangent, are differentiable over the entire
range of admissible values.

2. The requirements for the activation function of an ANN are determined by a special theorem on
completeness [13], according to which the function must be twice differentiable and continuous.
The derivative of the activation function must be defined on the entire abscissa axis. To be used
in a neuron, the function must be monotonically increasing or decreasing, have parameters
that can be adjusted during the training process.

3. Itis desirable that the output of the activation function be symmetrical with respect to zero, so
that the gradients do not shift in a certain direction. Such a case corresponds, for example, to
the sigmoid rational.

4. For logical problems, the excitation values of the output layer neurons must belong to the range
[0, 1]. This corresponds, for example, to the sigmoid function and the unit jump (step function).
However, the unit jump function does not meet the requirements of differentiability. It is not
differentiable at point 0, and its derivative is 0 at all other points. Gradient descent methods
do not work for such a function. This can create problems with training, since the numerical
gradients calculated near the point where the derivative does not exist may be incorrect.

5. Since activation functions must be calculated repeatedly in deep networks, their calculation
must be inexpensive in computational terms. This fact requires a revision of the implementation
methods and, possibly, the creation of new functions, which we will call fast-acting.

2.2. Typical and new activation functions

Table 1 presents activation functions that have found wide application in neural networks.

Table 1
Typical activation functions

Name Formula Schedule

1
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The approach proposed in this paper is based on the idea.

1. Construction of fast neuron models based on the activation function of the “s-parabola” type and
their application in individual ANNs and classifier committees. The “s-parabola” function has
a structure in which the upper part (the first quarter) is the upper branch of the parabola, and
the lower part is a mirror image of the lower part of the parabola relative to the ordinate axis
(the third quarter). The graph and formula of the proposed activation function are presented in
Table 2.

2. Combining different types of activation functions to achieve an effective solution to the problem.

The prospects and advantage of the s-parabola are associated with the simplicity of calculating the
function, which ensures the speed of implementation. The s-parabola can be used as an activation
function of the ANN, since it satisfies the established requirements of twice differentiability. A similar
function can be used in multilayer direct propagation ANNs to solve problems of recognizing rigid
objects and predicting time processes.

Table 2 presents some new neuronal activation functions.
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Table 2
New activation functions: s-parabola and its variations

Name Formula Parameters Schedule
2
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B—+/2ps ifs<0 ' -1 $
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Let us consider the construction of a complete logical basis on fast neurons. The implementation
of the functions “AND”, “OR”, “NOT”, “AND-NOT”, “OR-NOT” is carried out on the basis of basic
circuits with one and two neurons Table 3 .

2.3. Performance evaluation of activation functions

Let n be the bit depth of the numbers being processed, then we can estimate the complexity of
executing the activation functions (Table 3).

Table 3
Activation functions sorted in order of decreasing complexity

Function Computational complexity Rating (for n = 8)
SiLu n?((logn)? +logn+1)+n 840
Sigmoid n?(1 + (log n)? + logn) 832
Hyperbolic tangent n?((logn)? + logn) + 2n + 1 785
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Sigmoid-rational n(1l + nlogn) 200
S-parabola 2n? 128
ReLU-Sparabola n,n + 2n? (8, 136), average 72
Sparabola-ReLU n+2n%n (136, 8), average 72
ReLU n+1 9

For ReLU-Sparabola, Sparabola-ReLU the complexity of the implementation depends on which
part of the function is executed (left or right).

2.4. Structural diagrams of neurons and their constructs

Variants of neuron schemes are presented in Fig. 1.

X4 Wiz
X1 e W i Xrawy WO Wo2 W
1
b " é_» DDy
y y Wa1
N w y W2 W21 w Wo2
X2 X2 X2 W22
a) b) ¢) d)

Single neuron circuits Circuits with two neurons

Figure 1. Basic neuron schemes for setting up activation functions

3. Results

The activation functions are configured using the backpropagation method for the logical functions
“OR”, “AND”, “NOT” (Table 4-6).

The calculation of speed characteristics was performed on a personal computer with the following
parameters: processor: Intel Core i5-6600K @ 3.50 GHz; RAM: 32 GB.

3.1. Activation function settings on the logical basis “AND”-“OR”-“NOT”

Table 4
Comparative characteristics of the setting for the “OR” function on one neuron
Characteristics of training S-parabola ReLU-Sparabola Sparabola-ReLU Sigmoid
Starting weights w;=1l,w,=1,b=-0.5
w; = 1.385, w; = 4.963, w; = 0.475, w; = 15.685,
Setup results wy = 1.351, w, = 5.071, w, = 0.483, wy = 15.712,
b =-0.516 b =3.812 b =-0.004 b= -6.967
p 0.1 0.1 2.0 -
B 0.5 -0.5 0.25 —
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a - - - 0.5
Average deviation 0.124 0.189 0.181 0.009
Training time, ms 648 7307 27072 1483

Time to implement 10000000 621 645 578 1040
data table cycles, ms
Table 5
Comparative characteristics of the setting for the “AND” function on one neuron
Characteristics of training S-parabola ReLU-Sparabola Sparabola-ReLU Sigmoid
Starting weights w;=1l,w,=1,b=-1.5
w = 1.268, w; = 0.516, wy = 0.874, w; = 16.338,
Setup results w, = 1.359, w, = 0.405, w, = 0.874, w, = 16.338,
b= -1.756 b =0.098 b= -0.514 b =-24.899
p 0.1 1.75 0.1 -
B 0.5 -1.0 0.3 -
a — — — 0.5
Average deviation 0.123 0.274 0.098 0.010
Training time, ms 5942 602 34332 3159
Ti impl 1
ime to implement 10000000 621 636 562 1053
data table cycles, ms
Table 6
Comparative characteristics of the setting for the “NOT” function on one neuron
Characteristics of training S-parabola ReLU-Sparabola Sparabola-ReLU Sigmoid
Starting weights w=-1,b=0
Setup results w = —3.994, w = —3.993, w = —0.999, w = —18.328,
P b = 6.246 b =6.246 b =0.999 b = 8.688
p 0.5 0.5 0.5 -
8 -1.5 -1.5 0 -
a - - - 0.5

Average deviation 0.001 0.001 0.0001 0.010

Training time, ms 219 218 218 2719

Time to implement 10000000 920 219 183 9843
data table cycles, ms
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3.2,

“OR-NOT” using one and two neurons.

Settings of activation functions for logical bases “AND-NOT”, “OR-NOT”

Table 7-12 presents the results of the implementation of the alternative full basis “AND-NOT” and

Table 7
Characteristics of the setting for the “AND-NOT” function on one neuron
Characteristics of training S-parabola ReLU-Sparabola Sparabola-ReLU Sigmoid
Starting weights — w;=1l,w,=1,b=-15
wy = —1.040, w; = —0.585, w; = —0.510, wy = —16.373,
Setup results w, = —1.035, w, = —0.546, w, = —0.562, w, = —16.405,
b =0.515 b=1.871 b=3.177 b =24.852
p 0.9 1 4 -
B 1.75 -0.75 -2 —
a — 0.5
Average deviation 0.286 0.186 0.220 0.010
Training time, ms 1198 5064 8801 3223
Ti impl 1
ime to implement 10000000 692 655 581 1043
data table cycles, ms
Table 8
Characteristics of setting for the “AND-NOT” function on two neurons (Fig. 1(d))
Characteristics of training S-parabola ReLU-Sparabola Sparabola-ReLU Sigmoid
Starting weights Wi = =7, Wy = =7, Wiy = =7, Wy = —4, wyp* = —11 —
Wo1 = —2.6, Wy = 10
wip; = —13.998, wi; = —6.892, wi = —12.926, wy; = —0.073,
Wy, = —12.525, Wy = —6.691, Wy = —12.057, Wy, = —0.593,
wi, = —1.530, wiy = 0.364, wi; = —1.470, wi; = —4.991,
Setup results Wy = —1.461, Wwoy = 0.341, Wy, = —1.431, Wy, = —4.559,
wyp* = —0.326, wy,* = 0.193, wyp* = —0.297, wy,* = 3.812,
wop = 1.289, Wop = 7.415, wo; = 1.583, Wop = 0.559,
W, = 1.353 W, = 0.469 Wo, = 1.463 Wo, = 5.303
p 0.5 0.5 0.5
8 0.01 0.01 0.01 -
o4 — — — 1.0
Average deviation 0.009 0.006 0.009 0.039
Training time, ms 538 450 506 10311
Time to implement 10000000 39200 32600 36700 4303800
data table cycles, ms
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Table 9
Results of the implementation of the “AND-NOT” function on two neurons (Fig. 1(c))
X1 X2 . s
S-parabola ReLU-Sparabola Sparabola-ReLU Sigmoid
0 0 1.072 1.310 1.621 0.987
1 1 0.107 0.142 0.066 0.010
0 1 0.818 0.722 0.940 0.985
1 0 0.844 0.593 0.940 0.985
Table 10
Comparative characteristics of setting for the “OR-NOT” function on one neuron
Characteristics of training S-parabola ReLU-Sparabola Sparabola-ReLU Sigmoid
. . . wy =1l w,=1, - wy =1l w,=1,
Starting weights b=—05 b= —05
w; = —0.135, w; = —0.325, w; = —0.448, wy = —16.226,
Setup results w, = —0.135, w, = —0.420, w, = —0.515, w, = —16.238,
b =0.158 b =0.870 b =1.583 b=17.139
p 4.0 2.0 3.0 —
B -0.25 -1.0 -0.75 —
a — — — 0.5
Average deviation 0.296 0.231 0.215 0.010
Training time, ms 5800 2232 6155 1597
Time to implement 10000000 647 677 614 1120
data table cycles, ms
Table 11
Characteristics of setting for the “OR-NOT” function on two neurons (Fig. 1(d))
Characteristics of training S-parabola ReLU-Sparabola Sparabola-ReLU Sigmoid
Starting weights Wy = =7, Wy = =7, Wy = =7, Wy = —4, wip* = —11 —
Wo1 = —2.6, Wy = 10
wq; = —12.977, Wy = —6.932, wyg = —12.441, wq; = 0.508,
Wy = —12.665, Wy = —6.747, wy, = —12.075, W, = 0.536,
wy, = 0.511, wq, = —1.395, wq, = 0.466, Wy, = —9.564,
Setup results Wy, = 0.496, Wy = —1.375, Wy, = 0.449, Wy = —9.557,
wy* = 0.327, wy,* = —0.204, wq,* = 0.301, wy,* = —0.360,
wo1 = 1.307, wo1 = 7.709, wo = 1.530, wo1 = —0.464,
Wwoz = 0.603 Woy = 1.558 Wy = 0.526 Woz = 3.900
p 0.5 0.5 0.5 —
B 0.01 0.01 0.01 —
a — — — 0.5
Average deviation 0.010 0.007 0.010 0.037
Training time, ms 377 819 279 18819
Ti to impl t 10000000
1me to imp emen 1536 1488 1456 2512
data table cycles, ms
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Results of the implementation of the “OR-NOT” function on two neurons (Fig. 1(c)) feble 2
%1 %2 S-parabola ReLU-Sparabola Sparabola-ReLU Sigmoid
0 0 0.852 0.681 0.874 0.983
1 1 -0.240 -0.236 -0.452 0.008
0 1 0.178 0.209 0.271 0.009
1 0 0.107 0.218 0.279 0.009

The tables show that when implementing a logical basis on two neurons using parabolic activation
functions, the tuning results exceed the results of implementation on a sigmoid in accuracy and

speed. Sigmoid is worst tuned to the “AND-NOT” function. When implemented on one neuron,
sigmoid works more accurately, although slower.

3.3. Tuning neurons to the “XOR” function

To expand the research, new activation functions were additionally configured using the
backpropagation method on the “XOR” function using the ANN constructed according to the scheme

in Fig. 1(d). The results are shown in Table 13.

Table 13
Characteristics of setting for the “XOR” function on two neurons (Fig. 1(d))
Characteristics of training S-parabola ReLU-Sparabola Sparabola-ReLU Sigmoid
Starting weights Wy = =7, Wy = =7, Wy = =7, Wy = —4, wip* = —11
Wo1 = —2.6, Wgz =10
wy; = —14.176, wy; = —6.872, wq; = —13.496, wy; = —6.999,
Wy = —13.494, Wy, = —6.686, Wy = —12.694, Wy = —6.999,
Wy, = —2.025, wy, = 1.733, Wy, = —1.946, wy, = —6.275,
Setup results Wy, = —1.963, Wy, = 1.691, wy, = —1.876, Wy = —6.154,
wi,* = —0.633, wip* = 0.392, wp* = —0.586, | wyy* = —14.208,
wo; = 1.375, wop = 7.547, w1 = 1.557, Wwo1 = 2.613,
Wop = 0.748 Wo2 = —1.079 Wop = 0.918 Wop = 9.382
p 0.5 0.5 0.5 —
B 0.01 0.01 0.01 —
a — — — 1.0
Average deviation 0.009 0.010 0.008 0.035
Training time, ms 603 542 550 23681
Ti to impl t 10000000
1me to imp emen 1944 1511 1474 2489
data table cycles, ms
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T
R|S|Q|Q Comment
00| 1| 1| Prohibition
01|10 | Record“l”
10| 0| 1| Record“0”
S —T}—> Q 11| x| x Storage
a) RS trigger on “AND-NOT” logic circuits b) Truth table

Figure 2. Trigger on “AND-NOT” elements

S — —Q

a) RS trigger on “OR-NOT” logic circuits b) Truth table

A 4

Q | Q| Comment

X | X Storage

Record “1”

0 | 1 | Record“0”

| | |lo |X
=l =%
—
o

0 | 0 | Prohibition

Figure 3. Trigger on “OR-NOT” elements

It is evident that the main trends identified in the compilation of logical bases are also preserved in
the implementation of a more complex “XOR” function, which is widely used in computer elements.

3.4. Construction of CD elements on logical bases

The CD circuits are implemented by covering them with neurons and neural networks configured
on the logical bases “AND”-“OR”-“NOT”, “AND-NOT”, “OR-NOT” or with the sequential formation of
more complex elements. Fig. 2 and Fig. 3 show the results of such coverage of the RS-trigger circuits
with logical elements on the neurons “AND-NOT” and “OR-NOT”.

Fig. 4a shows the circuit diagrams of some basic elements of the CD, implemented in the logical
basis of “OR-NOT”, and Fig. 4b shows with the addition of the “single jump” element.

Fig. 5a shows the implementation of the RS trigger on two “AND-NOT” neurons, and Fig. 5b adds
a “single jump” type element to the outputs, which allows us to obtain clear values of “1” and “0” at
the outputs.

The results of the RS-trigger simulation are presented in Tables 16-17.

Let us consider the construction of a neural network for the implementation of a half adder.
A single-bit adder (half adder), designated as SM/2, does not have an input carry, since it is the least
significant bit of a multi-bit adder. A half adder can be built on the basis of XOR logic circuits and the
AND circuit (Fig. 6-7). The logic of SM/2 operation is determined by the truth table.

Based on two half adders and an “OR” circuit, a full one-bit adder SM can be constructed as shown
in Fig.8-9.
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X1 Wi Wo
W2 —> y1
Wo
Wi
— Y,
W2
X2

a) using the outputs of “AND-NOT” neurons

X2

—> Y

— Y,

b) adding neurons with the activation function
“single jump”

Figure 4. RS trigger in which the “AND-NOT” element is implemented on one neuron

Table 14
Results of the RS trigger operation, in which the
“AND-NOT” element is implemented on one neuron

X1 | X2 1 V2
0 0 Prohibition
1 1 Storage

0 1 2.713 | -0.702

1 0 0.074 2.638

Table 16
Results of the RS trigger operation, in which the
“AND-NOT” element is implemented on two neurons

X1 | X2 1 Y2
0 0 Prohibition
1 1 Storage

0 1 0.999 -0.059

1 0 -0.061 0.992

Table 15

Results of the RS trigger operation, in which the
“AND-NOT” element is implemented on one neuron with
the addition of neurons with the “single jump” activation

function
X1 | X2 | N V2
0 0 Prohibition
1 1 Storage
0 1 1 0
1 0 0 1

Table 17
Results of the RS trigger operation, in which the
“AND-NOT” element is implemented on two neurons
with the addition of neurons with the “single jump”
activation function

X1 | X2 | N Y2
0 0 Prohibition
1 1 Storage
0 1 1 0
1 0 0 1
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‘yi

a) using “AND-NOT” neuron outputs b) adding neurons with the activation
function “single jump”

Figure 5. RS trigger in which the “AND-NOT” element is implemented on two neurons

X1 »  XOR y X | x|y | R
—

0 0 [0]|O

X2 >
) ol1]1]o0

& |~ Pi
> 1 0 (10
1 1 0|1
a) Half adder circuit (SM/2) b) Truth table

Figure 6. Logical diagram of the half adder (SM/2)

W13 Wo3
Pi
W23
a) base model b) model with additional neurons (with

the “single jump” function)

Figure 7. Models of a half-adder (SM/2) on neurons
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X | % |Ra |y | R
0 0 0 0]0

Pi-1 Y
SMmi2 00| 1 |1]0

X
1 — SM/2 N L 0 1 1 0] 1
X2 ) 1 P 10| o0 |1]o0
1 0 1 0] 1
1 1 0 0] 1
1 1 1 1)1
a) Full single-bit adder (SM) b) SM operation logic

Figure 8. Logic diagram of the sub adder (SM)

Figure 9. Model of a full adder (SM) on neurons

4. Discussion

Comparison of the obtained results with existing works in the field of implementation of activation
functions shows that of interest is not only the decomposition of a complex activation function,
for example, a sigmoid, into simpler functions in order to speed up its implementation [1, 2], but
also a direct replacement of the function with other functions, for example, an s-parabola and its
variations, which allow a more efficient implementation in time. In this case, the effect of acceleration
is ensured by several times with some loss in the accuracy of the implementation of thresholds [0,1].
Undoubtedly, of interest is also some slight complication of the VT schemes due to the addition of
neurons with the traditional single-jump function to the final cascades, as shown in paragraph 3.4.

Another aspect of acceleration is related to the efficient hardware implementation of activation
functions. The special organization of “fast” neurons and neural networks is the subject of, for
example, the works [14-16].

Great hopes are placed on bit-parallel circuits for calculating functions included in activation
functions. We note a series of works aimed at increasing the speed of solving various problems of
comparison, establishing correspondence between streams and performing arithmetic operations
on bit vectors, including simultaneous processing of matrix columns [17-20].
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In this case, the expected success is associated with the transition to CORDIC algorithms [21-23],
which allow regulating the speed and accuracy of calculations. This direction will be developed in
subsequent works by the authors.

5. Conclusions

Summing up, we can recapitulate.

1. The composition of activation functions based on the parabola has been expanded, including
S-parabola, ReLU-Sparabola and Sparabola-ReLU.

2. Activation functions have been constructed that implement complete logical bases “OR-AND-
NOT” and “AND-NOT, OR-NOT” on neurons and neural networks with new activation functions.
Compared to implementations based on the “Sigmoid” function, in the general case, the
implementation is accelerated by 1.6-1.8 times with a small possible loss in accuracy and
setup time. Setup time is not a decisive factor here, since after setup, the neurons are further
used without changing the established coefficients, which are fixed.

3. Typical elements of computing equipment have been implemented on them: triggers, half
adders, adders.

4. It is planned to implement the s-parabola activation function in multilayer ANNSs, including
convolutional neural networks of the YOLO class. 5. The possibilities and applications of new
activation functions in convolutional neural networks will be investigated.

5. To speed up the calculation of activation functions, bit-parallel calculation schemes will be
proposed using the CORDIC family of algorithms.
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MocTpoeHue u mogenmpoBaHue paboTbl 3/1eMEeHTOB
BbIYMC/IUTE/IbHON TEXHUKU HA 6bICTPbIX HEeMPOHaX

M. B. Xauymos®2, }0. T. EMenbsiHoBa®, B. M. Xauymosh %3

L Poccuiicknii YHUBEPCUTET ApYxObl HapoaoB, ya. Muknyxo-Maknas, 4.6, MockBa, Poccums, 117198

2 depepanbHbIii UcCneaoBaTenbCkui LeHTp «MHbopMaTyKa 1 ynpasneHne» POCCUIACKON aKkageMun Hayk, Y.
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3UNC um. A. K. Aiinama3ssHa PAH, yn. Netpa Mepsoro, a.4a, MNepecnaenb-3anecckuii, ipocnasckas obnacTb,
Poccuns, 152021

AnHoTaums. CTaThs IOCBsIIEHA IOCTPOSHUIO OBICTPHIX HEHPOHOB 1 HEHPOHHBIX CeTell /I peajn3aliui AByX
ITOJIHBIX JIOTUYECKUX 0a3MCOB U MOJIeIMPOBAHUS Ha UX OCHOBE YCTPOMCTB BBIYMCIUTENbHON TeXHUKU. Oc-
HOBHasI H7iesl 3aK/II09aeTcsl B GOPMHUPOBAHUY OBICTPOI GYHKIINY aKTUBAIIMK Ha OCHOBE IT0JIyIapabos 1 eé
Bapuanui, nuMenuux 3¢deKTUBHYIO BEIYUCIUTEIbHYIO IOAAePKKY. IlocTpoeHHBIe (PYHKIIUYM aKTUBAIUU
OTBEYaIOT OCHOBHBIM TPeb6OBaHUAM, II03BOISIOIUM HaCTPAUBATh JIOTUIECKLIE CXeMBI METOZOM 00paTHOTO
pacmpocTpaHeHus ourn6Ky. OCHOBHBIM Pe3y/IbTaTOM SIBJISETCS II0JIydeHYe ITOIHBIX JJOTHYeCcKUx 6asucoB, OT-
KPBIBAIOIUX IIyTh K IOCTPOEHUIO IPOU3BOIBHBIX JTOTMUECKUX GYHKIMI. IIpefcTaBlIeHbl U IPOTECTUPOBAHBI
MOJe/I1 TaKUX 3JIeMEHTOB KaK TPUTTEP, II0IyCyMMAaTOp, CYMMATOP, COCTABISIONUX OCHOBY Pa3TM4YHBIX KOH-
KPETHBIX BBIUUCIUTENbHBIX YCTPOMCTB. II0Ka3aHo, 4To HOBble (GDYHKUINY aKTUBALIY II03BOJISIOT [IOJIy4aTh
GBICTpBIe pellleHUs TPU HeGOIbIIOM CHIDKEHUH KaueCcTBa 10 CPAaBHEHUIO C 3TAIOHHBIMU BBIXOZaMU. [l CTaH-
JapTU3alli{ BEIXOJIOB NIpeAIaraeTcss KOMOGMHUPOBATh IIOCTPOEHHBIE CXeMEI ¢ (PYHKIIMEH aKTUBAIlUK THUIIA
eIVHUYHBINA CKAYOK.

KnioueBble cnoBa: HOBbIe PYHKINY aKTHBAIUY, I1apabosIa, IIOJTHBIN JIOTHYEeCKU 6a31c, MOJEIH 3JIEMEHTOB,
OBICTPOZIEICTBYE, SKCIIePUMEHTAIbHBIE HUCCIeOBAHUS



