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Abstract. This article continues the cycle of works by the authors devoted to the problem of the age of information
(Aol), a metric used in information systems for monitoring and managing remote sources of information from the
control center. The theoretical analysis of information transmission systems requires a quantitative assessment
of the “freshness” of information delivered to the control center. The process of transferring information from
peripheral sources to the center is usually modeled using queuing systems. In this paper, a queuing system
with phase-type distributions is used to estimate the maximum value of the information age, called the peak
age. This takes into account the special requirement of the transmission protocol, which consists in the fact
that information enters the system in groups of random size. For this case, an expression is obtained for the
Laplace-Stieltjes transformation of the stationary distribution function of the peak age of information and its
average value. Based on the results of analytical modeling, a numerical study of the dependence of the average
value of the peak age of information on the system load was carried out. The correctness of the expressions
obtained was verified by comparing the analytical results with the results of simulation modeling.
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1. Introduction

The problem of timely delivery of information to the control and management center arises in various
spheres of human activity: in energy systems, in the industrial Internet of things, in the field of
autonomous transport, in video surveillance systems, etc. [1-3]. In 2011, to quantify the freshness of
information received by the control and monitoring center, the Age of Information (Aol) metric was
proposed, which is a function of the time between the generation of updates at the sending node and
the delay in their delivery over the network to the control and monitoring center (recipient node) [4-
13]. The most convenient device for studying the problem of information age is the device of queuing
systems and networks. An overview of the works in which the analysis of the age of information is
proposed to be carried out using this device can be found, for example, in [14]. It should be noted that
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Figure 1. A two-node GT

most specialists limit themselves to simple models, for example, with an exponential distribution
of time between the moments of generation of updates at the sending node and an exponential
or deterministic distribution of the duration of update processing at the receiving node [15-17].
However, the simplest models of queuing systems allow us to obtain only a rough estimate of the age
of information, since single-parameter distributions do not make it possible to take into account all
the features of the protocols of modern dispatch control and data collection systems. In this paper,
the process of transferring information from the sending node to the receiving node is modeled using
a queuing system with phase-type distributions, the choice of phase parameters of which allows
flexibly modeling complex dependencies that arise in modern data transmission systems.

2. Description of the model

Let’s consider a group of information transmission (GT) consisting of a sender node (SN), a recipient
node (RN) and a communication channel between them (Fig. 1).
Transmission from the SN to the RN is carried out by groups of packets of random length over
a single communication channel. If the channel is busy, groups of packages line up in a queue with
a limited number of waiting places. If there are no places in the queue, the group is lost and no
longer has an impact on the information transfer process. A group is considered transferred if the
last packet of this group is transmitted. By the peak age of the Z, information transmitted by the n-th
group, we will understand sum
Zy = Gn+1 + Wi, (1)

where G,,; is the duration of the generation of the group following the n-th group, which ended
with the first successful joining of the group to the transfer queue; W, is the time of transfer of the
(n + 1)-st group from the SN to the RN.

We will model the transmission of information over the communication channel, using a single-line
queuing system (QS) with a finite capacity accumulatorr, 1 < r < .

Applications for the system are received in groups. The flow of groups of applications is recurrent
with a distribution function A(t), t > 0, of the phase interval [18]

Ay =1-aler1, al1=1, ()

with an irreducible PH representation («, A) of order L.
Each group receives a random number of applications 5 with a given probability in advance:

ar=P{n=k}, k=1r+1.

At the same time

z A = 1.
k=1
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If, upon receipt of an application in the system, the number of applications in a group exceeds
the number of available places in it, then the available places are filled, and the remainder of the
applications from the new group is lost. A group is considered accepted into the system if at least
one application from its membership is accepted. In the opposite case, the group is lost and the
generation of the next group immediately begins.

Applications are served one at a time. Their service times do not depend on the aggregate and do
not depend on the duration of generation and the number of applications in the system and have
a common PH of B(t) phase type:

Bit)y=1-8TeM1, t>0, pT1=1, )

with an irreducible PH representation (8, M) of the order of m.

We will assume that groups of applications are served in the order they are received, and
applications within the group are served in a random order. In other words, an arbitrary application
may end up in the right place in a group of k applications with the same probability of 1/k.

The QS in question will be encoded in Kendall’s notation as PHX)/PH/1/r.

3. Mathematical model

This system was considered in [19]. In this work, the functioning of the system was described by
a homogeneous Markov process (MP) {X(t), t > 0} over a set of states

where 25 ={(i,0), i=1,1}, Z,, ={(i,n, j), i=1,1, j=T,m},n=1,r + 1.

Here and further, the expression X(¢) = (i,0) means that at time ¢ the system is empty, and the
generation process is going through phase i; X(t) = (i, n, j) means that at time ¢ there are n applications
in the system, the generation process is going through phase i, and the maintenance process is phase j.

Since all states (MP) {X(t), t > 0} communicate with each other, it is ergodic.

The limiting probabilities

pio = lim PIX(®) = (1,0)}

Pinj = tll)n; PX(t) = (i,n, .])}’

exist, are strictly positive, do not depend on the initial distribution, coincide with stationary and they
are the only solution to the system of equilibrium equations (SEE) with a normalization condition.

If you want to get acquainted with the conclusion of the SEE, we recommend that you refer to
the materials [19]. We will limit ourselves to reproducing the main result of this work related to the
development of a recurrent matrix algorithm for calculating stationary probabilities of system states.
To do this, we introduce vectors:

Pg = (P10> P20> -+ P10)s

T _
Pn = (plnl’ -=ss P1nm> P2nls -+ P2nmo -+ plnm)

and let’s introduce the notation:
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k
1 - ZS:I aS’
where 1 — leczl a, is the probability that the group size will be greater than k, k = 1,7 + 1.
ADM=AQI+IQ Misthe Kronecker sum A and M, the symbol ® denotes the tensor product
of matrices; 1 = —(aTA~!1)7! is the intensity of receipt of groups of applications; u = —(fTm~11)7!
is the intensity of service of applications.
A=—ADM)+1a" @ M,
M=-A®M)+A®187,

M=A®M+ i’ QI,

Fl = _(A®5T)’

F,=1aT @ g7,
F=A-Aad'®1I),
F,=1d"®1,

F. =T ® 147,

W, = F,M,

n—1
W, = [An_le + ), Wilay—Fy + Ap_iFs) + W,_,F;

k=1
:

~-1
W =— (asz + Ar_kum)M ,
k=1

r+1
v=1+

W(1®1),
k=1

Z = [-WF; + W, (M + M)| 1 @ V.
The following theorem is proved in [19]:

Theorem 1. The stationary probability distribution {p,,n = 0,r + 1} for QS PHX1/PH/1/r is determined
by the expressions:

pi=poWo n=1r+1, @
where py is the only solution to the system of equations:
piZ =0", ©)
pg v=1.

(6)
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4. Laplace-Stiltjes transformation of the peak age of information

First, we will find the distribution of the time spent by the group of applications in the system under
consideration. To do this, we construct a Markov chain (CM) {X; = X(t; — 0), k > 1} nested at the
moments f;, — 0 of the arrival of groups of appearances, over the set of states

X ={0),(n,j),n=1r+1, j=1,m}

We denote by q, and qy,; the stationary probabilities of the states of the CM (0) and (n, j) and
introduce the vectors:

qz; = (qnl’ e Qnm)-
From [20] we get:
1
% = 3P0 @)
1 -
a; = 7Pi(A®D, n=1r+1 (8)

Letqy, be x € Z; there is a stationary probability that at the moment ¢t — 0 before the group
arrived, the system was in state x, and a group of k applications entered the system.
Next, we introduce the vectors:

4l = ks - Aonm) -

It is obvious that

dok = Qo@, k=1r+1, )
b =qla, k=1r+1, (10)
qrq;,r+l—n = qZAr—ns n=1r. (11)

Let us denote by W(t|(0), k), k = 1,r + 1, the conditional distribution function (CDF) of the time
spent in the system by a group of k applications, provided that at the time ¢ — 0 the group was received
in the system 0 applications.

Through W(t|(n, j), k), k = 1,r + 1 — n is the CDF of the time spent in the system by a group of k
applications, provided that at the time ¢t — 0 of the group’s receipt, there were n applications in the
system, and the application was serviced on the device phase j, j = 1,m.

The Laplace-Stieltjes transform (LST) CDF W (¢|(0), k) and W(t|(n, j), k) are denoted by wy(s|k) and
wy,(8]j, k) and we introduce vectors

wl(s|k) = (w,(s|1, k), ..., w,(s|m, k)).

Note that if at the moment ¢t — 0 of the group’s receipt the system was in the state (0), then the first
application from the group immediately goes to service, and the entire group of size k is serviced
after the last service is completed (k-th) applications from this group. Therefore

wo(slk) = BX(s),
where f(s) is the LST of the CDF B(t), is determined by the formula

B(s) = BT(sI - M) ' (12)
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If the incoming group finds the system in the state (1, j), n = 1,7, then the service of the first
application from the group will begin after the service of the application on the device is completed,
n — 1 application from queues and all k applications of this group will be served

Thus, we have:

wy(s|k) = (sT — M)~ (B(s))"1+E. (13)

And finally, it should be taken into account that if a group finds the system in one of the states
(r +1, j), then the entire group is lost. Consequently, in accordance with (8), the probability of loss of
the group 7 is determined through the probabilities of the states (r + 1, j) of the CM nested at the
moments ¢ — 0 of the application groups as follows:

1
= /—1prT+1(/1 ®1). (14)

Summing up our reasoning and applying the formula of complete certainty, we come to the
following result:

Theorem 2. LST of the residence time of a group of applications accepted in the QS PH™/PH/1/r is
defined by the expression:

r+1 r [r+l-n
w(s) = Zakqoﬁ"(SH 2 2 aansr - M) )R
n=1 k=1

+Ar i1 nQr(ST = M) R(B()]].  (15)

As already noted above, the peak age of the Z,, of the n-th group of turnouts is equal to the sum
of two terms G, - the duration of generation of groups following the nth and completed the first
successful connection to the queue and W, is the time spent by the (n + 1)-th group in the system.
It is obvious that

A 1
Gni1 = T Cns1s

where G, is the duration of generation of the (n + 1)-th group with CDF A(t) and LST
a(s) = al(sI — A)~1A. (16)

Considering the independence of G,,; and W, ,, their independence from n and the fact that the
LST of —G isequal to a ( ) we come to the following result.

Theorem 3. The LST of the peak age of information transmitted by a group of applications in the
PHX1/PH/1/r system is determined by the expression:

z(s) = a( ) w(s), (17)

where w(s) and oc( ) calculated according to (15)-(16)

5. LST of the peak age information for QS M*I/M/1/r

As an example, let us consider a special case - QS with a group Poisson flow of applications of intensity
A and exponential service of intensity u.
In this case, the parameters of the initial system will be determined by the expressions:

A=(=2), A=), a=(), as)= 18)

/1+s
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M=(-w, p=w, B=@1), Bk)= # + 5 19)
and the algorithm of Theorem 1 is expressed in the form of a recurrent formula:
n-1
P=p), PkAn-k-1» n=Lr+1, (20)
k=0

where p = A/u and p,, are the stationary probabilities that there is n applications. The probability p,
is determined from the normalization condition.
In accordance with (7),(8) and (14), we obtain:

qn=DPn. n=0,r+1,
T = DPr+1- (21)
And finally, based on (15) and (17), taking into account (18)-(21), we come to the following result:

Theorem 4. LST of the peak age of information transmitted the group of applications in the MX1/M/1/r
system is defined by the expression:

z(s) = a( ) w(s),
1- r+1
A
where a(s) = T+
1 r+1 r r+l
w(s) = [ ] a
1-pror Z::() Ak Do L+s nzlkzl kDPnX
n+k r+l1
” @
1 >0, . .. .
u(x) = X is the Heaviside function.
0, x<0,

Corollary 1. The average value MZ of the peak age of information transmitted by a group of applications
in the MX1/M/1/r system is determined by the expression:

r+l1 r r+l1

MZ = +Zp0ak—+2pn2ak[u(r+2—n k)
1_pr+1

n+k

tutk—(r+1— n))’; 1“ 23)
The proof is based on the application of the formula:

MZ = —z'(0).
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Figure 3. The dependence of the average peak age

Figure 2. Dependence of the average peak age of information on the intensity of the incoming
of information on the intensity flow A for different distributions
of the incoming flow A at fixed values of u of the number of applications in the group

6. The numerical results

We conducted a numerical study of the peak age of information for QS M*l/M/1/r the results of
which are shown in fig. 2 and fig. 3.

Figure 2 shows the dependence of the average peak increase on the intensity of the flow A for three
different values of the service intensity u: u = 1.0, u = 2.0, u = 3.0.0 and storage capacity r = 4. At
the same time, the distribution of the number of applications in the group was set by the formula:

Pl=kj=z k=T5. (24)

Note that the variant with u = 1.0 was calculated in two ways: analytically and imitatively. As can
be seen from Figure 2, with the growth of A, there is a decrease in the peak age. Moreover, the larger
the u, the lower the average age, which is quite expected, because with large 1 and y, the transfer of
information from the SN and RN occurs more often and faster.

Figure 3 reflects the dependence of the average peak age of information on the intensity of the
flow A for u = 1.0 and r = 4 for different variations of the distribution of the number of applications
in the group. So in option 1, the distribution of the number of applications in the group is given by
the formula (24). In option 2:

l, k=2,4;
Pln =k} =2
0, k=1,3,5.

In option 3, the number of applications in the group is constant and equal to 3. Obviously, for all
three options, the average number of applications in the group is the same and equal to 3, but the
standard deviation is different: o; = 1/2; 0, = 1; 03 = 0. Despite the fairly close values of the average
peak age for all three variants, there is a well-defined dependence: the greater the standard deviation,
the lower the value of the average peak age. What is the reason for this pattern, it is not yet clear to
us. Perhaps this is due to the loss of applications due to a limited storage device. In any case, this
issue remains a topic for discussion.
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7. Conclusion

As a result of the conducted research, we managed to obtain an expression for the Laplace-Stieltjes
transformation of the stationary distribution function of the peak age of information transmitted
from a peripheral source to the control center, modeling the transmission process using a queuing
system with a group flow of applications and with phase-type distributions. This study allows us
to obtain fairly accurate estimates of the age of information for real technical systems, due to the
versatility of phase-type distributions.
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PacnpepeneHue NnMKoBOro Bospacrta uHpopmauum

B ABYXY3/I0BOM rpynne nepegavun, MogeiMpyemMmou CucTemou
06CNY)XMBaHUA C rPYNNOBbIM MOTOKOM U 06C/Iy)KMBaHUEM
¢asoBoro Tuna

C. . MaTiowweHko, K. E. Camyinnos

Poccuitcknii yHuBepcuTeT gpyx6bl Hapoaos uM. M. Jlymym6bl, yn. Muknyxo-Maknas, . 6, Mocksa, 117198,
Poccuiickas depepauus

AHHoTauus. /lTaHHAasI CTAThs IPOJOJDKAET LUK paboT aBTOPOB, IOCBSIEHHBIX ITpobIeMe Bo3pacTa HHPOP-
Manuu (Aol) - METPHKH, UCIIOIb3yeMON B MHGOOPMAIIMOHHBIX CUCTEMAX [JII MOHUTOPHUHIA U YIIPaBIeHUs
yAaleHHBIMU NCTOYHUKAMU HH(OPMAIIUU CO CTOPOHHI LIeHTpa yIpaBaeHus. TeopeTHUeCKUl aHAINU3 CUCTEM
nepezadr NHGOPMaIUK TpebyeT KOJINUeCTBEHHOH OLIEHKH «CBEXECTH» NHPOPMAIUHU, JOCTABIIIEMOH B IIEHTP
ynpasienust. [Iporecc nepegadn nHdGopmManuy oT nepudepruiHbIX NCTOYHUKOB K IIEHTPY 00BIYHO MOJEIUPY-
€TCsI C OMOIIIBIO CHCTEM MacCOBOTo obciyXrBaHUs. B JaHHOI paboTe AJIs OLeHKY MaKCUMaJIbHOTO 3HAUEHUS
BO3pacTa MHGOPMAaIMH, Ha3bIBA€MOT'O IMKOBEIM BO3PACTOM, HCIIOJIB3YETCSI CHCTEMA MacCOBOTO OOCIyKH-
BaHU C pacpeeeHuIMH ¢ha3oBoro Tuna. [Ipy 3TOM yIUTHIBAETCS ClIeNaTbHOE TPeOOBaHLE IIPOTOKOIA
Iepesiauy, COCTOsAIIee B TOM, YTO MHGOPMaINs B CCTeMy IIOCTyIIaeT IPyIIIaMU CAydaifHoro pasmepa. Jiis
JAHHOTO CJIy4ast II0Jy4eHO BEIpaXKeHUe JJIs TpeobpasoBanus Jlanmaca-CTuiaTbeca CTallMIOHAPHON QYHKITMHI
pacnpeiesleHHsI INKOBOT'O BO3pacTa MHGOPMAIIUY U eTro cpefiHero 3HadeHus. ITo pesyapTaTaM aHaIUTHde-
CKOT'0 MOJIeJIMPOBaHMs IIPOBe/leHO YUCIeHHOe UCCIe/JoBaHUe 3aBUCUMOCTHU CPeIHero 3SHa4eHUs IMKOBOIo
Bo3pacTa MHPOPMAIIUY OT 3aIpy3KU CHCTeMbl. KOppeKTHOCTSH ITOJIy4eHHBIX BBIpaKEHU I IPOBepeHa IyTeM
CpaBHEHUS aHAIUTUIECKUX Pe3y/IbTaTOB C pe3yabTaTaMU UMUTAIIIOHHOTO MO/Ie/IMPOBAaHNA.
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pacnpezneneHue Gpa3oBOro THIA, IPYIIIOBO IOTOK



