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Abstract. The paper presents a new multimodal approach to analyzing the psycho-emotional state of a person
using nonlinear classifiers. Themainmodalities are the subject’s speech data and video data of facial expressions.
Speech is digitized and transcribed using the Scribe library, and then mood cues are extracted using the Titanis
sentiment analyzer from the FRC CSC RAS. For visual analysis, two different approaches were implemented:
a pre-trained ResNet model for direct sentiment classification from facial expressions, and a deep learning
model that integrates ResNet with a graph-based deep neural network for facial recognition. Both approaches
have faced challenges related to environmental factors affecting the stability of results. The second approach
demonstrated greater flexibility with adjustable classification vocabularies, which facilitated post-deployment
calibration. Integration of text and visual data has significantly improved the accuracy and reliability of the
analysis of a person’s psycho-emotional state
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1. Introduction
Automatic detection and identification of signs of psychoemotional states are among the topical
applied directions of engineering and artificial intelligence technologies development. Such systems
make it possible to automate the process of controlling the actions of both individuals and groups of
people, including in places of increased danger by timely informing the controlling services.
In recent years, in the field of recognizing the psycho-emotional state of users, the importance of

automatic multimodal recognition has been increasing, providing the next level after syntax and
semantics analysis, word search from emotion dictionaries. Automatic multimodal recognition
techniques allow to increase the amount of information processed, which has a positive impact on
the accuracy of emotion recognition. Addition of video and audiomodalities allows to operate also on
the analysis of users’ gestures, their facial expressions, sequences of reactive movements, to analyze
the timbre, volume of the voice, to find hidden artifacts in it. These factors significantly complement
classical textual methods of analyzing the emotional state of users and allow to create applied actual
systems.
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Operational recognition of emotional states as an applied task of artificial intelligence technology
is in demand in many fields. Risk analysis of employee behavior allows the employer to optimally
plan the company’s business processes and predict the personal efficiency of employees and the team
as a whole. Monitoring of an employee’s condition allows to take timely measures to stabilize it at
the individual level or to solve general organizational problems. The library can be used in modeling
the psychological climate of teams.
To recognize target psycho-emotional states, basic methods of emotion recognition supplemented

with behavioral models can be used. Most existing developments (FaceReader by Dutch company
Noldus, EmoDetect, etc.) are based on the theory of basic emotions, where the classes are 6 emotions:
joy, surprise, sadness, disgust, anger, fear. In the present project, a complex psychophysiological state
will be revealed not only on the basis of mimic signs, but also by analyzing the subject’s movements
and speech. This way of analysis is chosen on the basis of ideas about behavioral approach and
its differences from the discrete model of emotions. An example of a discrete model system is the
development of [1], which uses human skeletal landmarks to analyze movements and identify the six
emotions mentioned above. In addition to analyzing movements and facial expression multimodal
methods (video, audio, text) are used to recognize emotions, as in [2–4].

Subjective psychological experience is inevitably accompanied by physiological changes necessary
to organize a particular behavior. Emotion allows rapid organization of responses of separated
physiological systems, including facial expressions, somatic muscle tone, acoustic characteristics of
the speech signal, autonomic nervous and endocrine systems, to prepare the organism for adaptive
behavior [5–7].

2. Modality overview
Analyzing human emotion is a complex process with step-by-step extraction of feature space and its
analysis.
Analysis of facial features. Mimics are coordinated movements of facial muscles. Certain facial

expressions that occur to communicate one’s state to others (expression of emotions) are closely
related to the psychophysiological state. The mimic expression of basic emotions is very similar
across cultures, but is often masked depending on certain cultural attitudes, partially discordant with
subjective experiences and physiological indicators, justifying validation within a specific culture.
Analysis of gestures and posture. The need to analyze human gestures and posture is due to two

main factors. Human posture, as well as facial expressions, is an important means of expressing
emotions. The analysis of posture allows to reveal not only obvious psychophysiological states, but
also more subtle non-verbal signals reflecting tension, fatigue or stress, which may not be explicitly
expressed through facial expressions.
Speech analysis. The need for speech analysis stems from the increased accuracy of emotion

recognition in identifying features such as acoustic and tempo-dynamic characteristics of speech.
Assessing the dynamics of posture change. One important quantitative measure is the change in

posture over time. The dynamics of body movements offer a rich source of emotional information
that cannot be obtained from static postures alone. The way a personmoves from one pose to another,
the speed and fluidity of movements can indicate specific emotions with greater clarity and nuance.
Information from a person’s face, voice, and posture is interrelated with the person’s movements,
reinforcing the emotions expressed in the face and voice. Certain emotions are closely related to
specific temporal movement patterns. For example, sudden, jerky movements may indicate surprise
or fear, while slow, jerky movements may signal fatigue and depression. Capturing these dynamics is
critical for accurate emotion recognition.
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Understanding the context of a movement sequence can greatly influence its emotional
interpretation. By analyzing dynamics, the context and progression of emotional states can be better
understood, leading to more accurate recognition. Some emotions are expressed through subtle
changes inmovement dynamics thatmight bemissed if only static postureswere analyzed. Evaluating
the dynamics allows these subtle signals to be detected. In using applications, understanding the
dynamics of body movement can lead to more immersive and responsive experiences. This allows
systems to respond not only to the fact of movement, but also to its emotional content. Analyzing
body movement dynamics can also help in predicting future actions and emotional states, which is
valuable in the fields of safety, health, and education [8]. Analysis of dynamics (both pose and facial
expressions) can eliminate artifacts associated with an individual’s habitual postures and expressive
expressions. While the analysis of static images can be distorted by facial or body features, analyzing
the changes that occur significantly increases the reliability of the data obtained.

3. Methods

Algorithm 1 Algorithmic representation of approach 1

Require: 𝑖 ▷ Input image
Require: 𝑎 ▷ Input audio (last n seconds)
Require: 𝑑𝑒𝑡𝑒𝑐𝑡𝑜𝑟 ▷ Face detector and cropper module
Require: 𝑓𝑒𝑟 ▷ Face expression classifier model
Require: 𝑡𝑟𝑎𝑛𝑠𝑐𝑟𝑖𝑏𝑒𝑟 ▷ Text transcriber module (Pisets)
Require: 𝑡𝑎 ▷ Text analyzer module (Titanis)
Require: ⃗𝑏𝑖𝑎𝑠 ▷ Bias for calibrating modality result weight in final classification
1: while 𝑖 do ▷While the video stream supplies the image
2: ⃗𝑓𝑎𝑐𝑒𝑠 ← 𝑑𝑒𝑡𝑒𝑐𝑡𝑜𝑟(𝑖) ▷ Detecting all faces on image
3: ⃗𝑙𝑜𝑔𝑖𝑡𝑠𝑡𝑒𝑥𝑡 ← 𝑡𝑎(𝑡𝑟𝑎𝑛𝑠𝑐𝑟𝑖𝑏𝑒𝑟(𝑎)) ▷ Classifying text sentiment
4: if | ⃗𝑓𝑎𝑐𝑒𝑠| > 0 then ▷ If we have detected at least one face
5: for 𝑓𝑎𝑐𝑒 in ⃗𝑓𝑎𝑐𝑒𝑠 do ▷ Iterating over detected faces
6: ⃗𝑙𝑜𝑔𝑖𝑡𝑠𝑓𝑎𝑐𝑒 ← 𝑓𝑒𝑟(𝑓𝑎𝑐𝑒) ▷ Classifying face expression
7: if | ⃗𝑓𝑎𝑐𝑒𝑠| = 1 then ▷ If we have detected only one face, combine the classifications
8: 𝑟𝑒𝑠𝑢𝑙𝑡 ← 𝑎𝑟𝑔𝑚𝑎𝑥( ⃗𝑙𝑜𝑔𝑖𝑡𝑠𝑓𝑎𝑐𝑒 + ⃗𝑙𝑜𝑔𝑖𝑡𝑠𝑡𝑒𝑥𝑡 ⃗𝑏𝑖𝑎𝑠)
9: else ▷ Else, displaying each face label separately
10: 𝑟𝑒𝑠𝑢𝑙𝑡 ← 𝑎𝑟𝑔𝑚𝑎𝑥( ⃗𝑙𝑜𝑔𝑖𝑡𝑠𝑓𝑎𝑐𝑒)
11: end if
12: display 𝑟𝑒𝑠𝑢𝑙𝑡
13: end for
14: if | ⃗𝑓𝑎𝑐𝑒𝑠| > 1 then▷ If we have more than one face, displaying text sentiment separately
15: display ⃗𝑙𝑜𝑔𝑖𝑡𝑠𝑡𝑒𝑥𝑡
16: end if
17: end if
18: end while

Analytical review of methods of complex multimodal analysis of human psycho-emotional state, as
well as multimodal datasets used for emotion detection, has shown that most of the existing datasets
designed for training neural networkmodels are based on the selection of a set of individual emotions
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Algorithm 2 Algorithmic representation of approach 2

Require: 𝑖 ▷ Input image
Require: 𝑎 ▷ Input audio (last n seconds)
Require: 𝑑𝑒𝑡𝑒𝑐𝑡𝑜𝑟 ▷ Face detector and cropper module
Require: 𝑎𝑢 ▷ Face action unit detector model
Require: 𝑑𝑖𝑐𝑡𝑎ᵆ ▷ Label dict for action units combinations
Require: 𝑡𝑟𝑎𝑛𝑠𝑐𝑟𝑖𝑏𝑒𝑟 ▷ Text transcriber module (Pisets)
Require: 𝑡𝑎 ▷ Text analyzer module (Titanis)
Require: ⃗𝑏𝑖𝑎𝑠 ▷ Bias for calibrating modality result weight in final classification
1: while 𝑖 do
2: ⃗𝑓𝑎𝑐𝑒𝑠 ← 𝑑𝑒𝑡𝑒𝑐𝑡𝑜𝑟(𝑖)
3: ⃗𝑙𝑜𝑔𝑖𝑡𝑠𝑡𝑒𝑥𝑡 ← 𝑡𝑎(𝑡𝑟𝑎𝑛𝑠𝑐𝑟𝑖𝑏𝑒𝑟(𝑎))
4: if | ⃗𝑓𝑎𝑐𝑒𝑠| > 0 then
5: for 𝑓𝑎𝑐𝑒 in ⃗𝑓𝑎𝑐𝑒𝑠 do
6: ⃗𝑙𝑎𝑏𝑒𝑙𝑠𝑓𝑎𝑐𝑒 ← 𝑎𝑢(𝑓𝑎𝑐𝑒) ▷ Get action unit labels
7: ⃗𝑙𝑜𝑔𝑖𝑡𝑠𝑓𝑎𝑐𝑒 ← 𝑑𝑖𝑐𝑡𝑎ᵆ[ ⃗𝑙𝑎𝑏𝑒𝑙𝑠𝑓𝑎𝑐𝑒] ▷ Convert to logits using label dict
8: if | ⃗𝑓𝑎𝑐𝑒𝑠| = 1 then
9: 𝑟𝑒𝑠𝑢𝑙𝑡 ← 𝑎𝑟𝑔𝑚𝑎𝑥( ⃗𝑙𝑜𝑔𝑖𝑡𝑠𝑓𝑎𝑐𝑒 + ⃗𝑙𝑜𝑔𝑖𝑡𝑠𝑡𝑒𝑥𝑡 ⃗𝑏𝑖𝑎𝑠)
10: else
11: 𝑟𝑒𝑠𝑢𝑙𝑡 ← 𝑎𝑟𝑔𝑚𝑎𝑥( ⃗𝑙𝑜𝑔𝑖𝑡𝑠𝑓𝑎𝑐𝑒)
12: end if
13: display 𝑟𝑒𝑠𝑢𝑙𝑡
14: end for
15: if | ⃗𝑓𝑎𝑐𝑒𝑠| > 1 then
16: display ⃗𝑙𝑜𝑔𝑖𝑡𝑠𝑡𝑒𝑥𝑡
17: end if
18: end if
19: end while

[3, 4, 9–15]. Also, one of the disadvantages of existing databases is the frequent use of static images as
material for processing, which gives a large error due to the individual characteristics of the subjects.
We propose a dynamic option for processing and continuous feature extraction, which will improve
the validity and predictive power of the data.
There are no open non-commercial datasets of this kind in Russia; the possibility of using foreign

datasets may be limited by the cultural context, which determines the peculiarities of speech
and rules of emotion expression. Four types of expression are distinguished in the literature:
expression of an existing emotion according to its intensity; aggravation (amplification) of an
emotion, masking (reduction or suppression) of an emotion, and distortion—expression of another
emotional state. Which emotions are “allowed” or “forbidden” for expression, depends significantly
on cultural attitudes and can affectmarkers of psychophysiological state. Thus, the proposed solution,
implemented on the Russian sample, has a significant novelty. The achievability of the task is ensured
by the fact that the team of authors is experienced in data collection, processing and utilization.

To identify the subject’s emotional state, it is proposed to use an approach in which the dynamics of
changes in the subject’s facial expressions, posture, and voice (prosodic and temporal characteristics
of speech) are considered as a marker of specific psychophysiological states. In these visually
and auditorily registered characteristics, specific features (markers) associated with target states
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will be identified with the help of self-learning neural networks. The input data will be the signal
from a surveillance camera that allows recording both video and audio data of the subjects. The
use of dynamic features will allow us to overcome the limitations associated with the individual
characteristics of different people (stable features that, when analyzing static data, can be confused
with expressive manifestations, e.g., constitutionally lowered corners of the lips—interpreted as
a depressive state).
The analysis of behavioral sequences has been widely developed in the ethological approach,

including human ethology [16]. Features of changes inmimicry and posture that are not characteristic
of a conditionally healthy population are used within the framework of this approach in psychiatric
practice, showing good criteria for differential diagnosis [17], which allows us to predict the possibility
of applying them to the tasks of monitoring pronounced changes in psychophysiological states in
conditionally healthy individuals.
Facial recognition technologies will enable a future strategy for tracking emergent change to be

applied to people moving between different observation points by being able to identify the same
person and collect consistent information about them.
In the first stage of the empirical study, in order to identify groups of people for whom certain

states are characteristic (i.e., we can expect their manifestation in a wide range of conditions),
standardized psychodiagnostic techniques, which will allow us to compare the results obtained with
population norms. A survey method will also be used to screen out those who do not fit the criteria
for participation in the study. The method of completing the methods and questionnaire online with
initial automatic processing of the results will be used.
It is also planned to apply a psychodiagnostic method and an interview method immediately

prior to the video recording, which will make it possible to control the current state of the subjects.
Methods of induction of the appearance of specific psychophysiological states will be used during
videoregistration. Selection of methods common for all groups of respondents and methods specific
for each group will make it possible to achieve a higher probability of occurrence of the necessary
states. Artifact control methods such as counterbalancing of influences (applying them in a random
order for different subjects) and introduction of neutral stimuli (so that when the next stimuli are
presented, the subject can get out of the previous emotional state) will be used. In all experimental
sequences, the subject will say something aloud (his own or a suggested text), which will allow the
extraction of speech characteristics.
The actual occurrence in each case of the expected psychoemotional states will be validated using

the heart rate variability index, which is a good indicator of their occurrence, but in comparison with
visual and auditory markers cannot be so easily (without a device attached to the human body) used
as an independent monitoring tool in the conditions of everyday human activity [18].
Experts will be recruited to extract episodes of target psychophysiological states, accompanied

by visual and voice changes, by partitioning and filtering the recordings. Candidates of extracted
markers and combinations of markers could be, for example:

1. a combined lowering of the shoulders, the appearance of a transverse crease between the
eyebrows, the lowering of the corners of the mouth, a decrease in the volume of the voice, and
the appearance of pauses while the depressive state intensifies;

2. combined raising of shoulders and elbows, raising of eyebrows, appearance of transverse folds
on the bridge of the nose, appearance of a specific sign “square mouth”, increase in the volume
and tempo of the voice, etc. when the aggressive state increases.

The application of an integrated approach will increase the validity of detectable signs in terms of
assessing the state of a person.



Kiselev, G. A. et al. MMEmAsis: multimodal emotion and sentiment analysis 375

Table 1
Most frequent face expression decisions generated by model for one person showing happiness in different environments

Method Environment Top Label Frequency

1 A Happiness 75.4%

1 B Contempt 65.1%

1 C Contempt 71.8%

1 D Happiness 51.4%

1 E Happiness 55.3%

2 A Happiness 65.7%

2 B Happiness 65.1%

2 C Contempt 66.9%

2 D Disgust 59.8%

2 E Contempt 57.2%

4. Prototype
Our prototype leverages both visual and textual data to enhance sentiment analysis capabilities.
Textual data is generated through audio transcription using the Pisets library [19]. Subsequently,
sentiment features are extracted from the transcribed text using the FRC CSC RAS Titanis sentiment
analyzer, which provides detailed sentiment feature labels.
For the visual analysis component, we implemented and benchmarked two distinct approaches to

sentiment recognition. The first approach employs a stand-alone ResNet model designed to directly
classify sentiment based on cropped face images. Specifically, we utilized the model [20], which
performs single-label classification to identify one of eight possible emotions from facial expressions.
This approach is described by algorithm 1.
The second approach focuses on facial action unit (AU) recognition. For this, we employed

a sophisticated deep learning model proposed by [21], which integrates a ResNet with a graph-
based deep neural network (DNN) to achieve multi-label classification of facial action units. These
AU labels are then translated into final sentiment labels using classification dictionaries. This method
allows for the identification of specific sentiments, such as frustration or intoxication, in addition to
the same eight emotions used in the first approach. To facilitate fine-tuning, a calibration tool was
developed. This tool enables users to display chosen emotions or sentiments via a user interface,
aiding in the adjustment of classification dictionaries. This approach is described by algorithm 2.
In both approaches, initial face boundary detection is essential for cropping the face from the

image. We used the FaceTorch utility [22], which incorporates the RetinaFace model by [23] for
accurate face localization. All the models we used were pre-trained by their papers’ authors.

5. Results
Both visual sentiment recognition approaches encountered similar practical challenges.
Environmental factors, such as background and lighting, significantly influenced the consistency of
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Table 2
Most consistent action unit labels detected by model from the second approach. The shown expression is ’Happiness’ in all
cases. The labels in bold are least related to the facial expression shown, while the remaining labels are also not the main

ones, indicating this expression only indirectly

Environment Top Final
Label

Top Action Unit Labels

lips part nose wrinkler left upper lip
raiser

cheek raiser

A Happiness 80.9% 0.0% 95.2% 40.2%

B Happiness 24.0% 10.2% 89.8% 47.4%

C Contempt 33.3% 45.6% 74.1% 10.0%

D Disgust 68.3% 70.1% 44.2% 32.0%

E Contempt 30.1% 66.6% 33.8% 5.9%

results. Table 1 illustrates the classification outcomes for a single person displaying a ’Happiness’
emotion across various environments, differing in lighting conditions, capturing devices, and
backgrounds. The first approach frequently misclassified ’Happiness’ as ’Contempt’ in some
environments. Conversely, the second approach produced varying results, with certain facial action
units being detected consistently, irrespective of the actual facial expression, as shown in Table 2.

6. Conclusions
In summary, the first approach, utilizing a straightforward model architecture, requires extensive
fine-tuning for application-specific environments and lacks manual adjustability of model outputs. In
contrast, the second approach offers greater flexibility by outputting detected facial actions that can
bemapped to final sentiment labels. This flexibility allows for bothmodel and classification dictionary
adjustments, facilitating easier post-deployment calibration and modification of the sentiment set.

For the textual analysis, it complements the visual results, contributing to the final sentiment label
determination for the individual in the image. The integration of textual and visual data enhances
the accuracy and robustness of the sentiment analysis in our prototype.
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ММЕмАсис: мультимодальный метод оценки
психофизиологического состояния человека.
Г. А. Киселёв1, 2, Я. М. Лубышева1, Д. А. Вейценфельд1, 2

1 Российский университет дружбы народов, ул. Миклухо-Маклая, д. 6, Москва, 117198, Российская
Федерация
2Федеральный исследовательский центр «Информатика и управление» Российской академии наук,
ул. Вавилова, д. 44, корп. 2, Москва, 119333, Российская Федерация

Аннотация. В статье представлен новый мультимодальный подход анализа психоэмоционального состо-
яния человека с помощью нелинейных классификаторов. Основными модальностями являются данные
речи испытуемого и видеоданные мимики. Речь оцифровывается и транскрибируется библиотекой
Писец, признаки настроения извлекаются системой Titanis от ФИЦ ИУ РАН. Для визуального анали-
за были реализованы два различных подхода: дообученная модель ResNet для прямой классификации
настроений по выражениям лица и модель глубокого обучения, интегрирующая ResNet с основанной
на графах глубокой нейронной сетью для распознавания мимических признаков. Оба подхода стал-
кивались с трудностями, связанными с факторами окружающей среды, влияющими на стабильность
результатов. Второй подход продемонстрировал бóльшую гибкость благодаря регулируемым словарям
классификации, что облегчало калибровку после развёртывания. Интеграция текстовых и визуаль-
ных данных значительно улучшила точность и надёжность анализа психоэмоционального состояния
человека.
Ключевые слова: набор данных, анализ эмоций, мультимодальный анализ данных, искусственный
интеллект, машинное обучение, глубокое обучение, анализ нейрофизиологических данных


