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Аннотация. Изучен феномен взаимоотношений между человеком и искусственным интеллек-

том, возможность интеграции нейросети в общество как отдельной ячейки. Рассмотрены фило-

софские и математические идеи, послужившие основой для развития концепции искусственно-

го интеллекта в их историческом развитии. Выделено влияние искусственного интеллекта на 

человека, определены предпосылки к слиянию с нейросетями. Сделан вывод о неоднозначно-

сти положения искусственного интеллекта в обществе исходя из оценки его безопасности для 

человека. 
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ВВЕДЕНИЕ 

 

Быстрое распространение искусст-

венного интеллекта за последние пять 

лет глобально повлияло на человека. Не 

только на его психику, но и на образ 

жизни в целом. На данный момент ис-

кусственный интеллект и его интенсив-

ное развитие является наиболее значи-

мым феноменом XXI века. На сегодняш-

ний день искусственный интеллект ис-

пользуется во всех общественных сфе-

рах, от досуга до науки. С нейросетями 

работают как специалисты для решения 

конкретных задач своей сферы деятель-

ности, так и пользователи в целях обще-

ния. Это создает предпосылки для форми-

рования совершенно новой модели взаи-

модействия человека и технологий [1]. 

Таким образом, может быть создана 

площадка для полноценной интеграции 

искусственного интеллекта в общество 

как отдельной единицы. Цель исследова-

ния заключается в осмыслении возмож-

ности интеллектуальной и этической ин-

теграции человека и искусственного ин-

теллекта в настоящее время и в перспек-

тиве.  

 

РЕЗУЛЬТАТЫ ИССЛЕДОВАНИЯ 

 

Идея искусственного интеллекта 

появилась еще в античности. В мифах 

Древней Греции упоминаются автомато-

ны – куклы, выполняющие задания по 

заданной программе. В качестве примера 

стоит отметить Талоса, бронзового вели-

кана, охранявшего Крит, он был сотворен 

Дедалом по образу и подобию человека. 

Помимо древних греков, упоминания о 

ранних формах искусственного интел-

лекта встречаются так же и у еврейского 

народа – големы. Голем – мифическое 

существо, похожее на человека, однако 

созданное из неживой материи. При этом 

он наделен жизненной силой и душой. В 

отличие от автоматонов, голем имел соб-

ственную волю, если избавлялся от кон-

троля хозяина. Как можно заметить, кон-

цепция искусственного интеллекта суще-

ствует еще с древних времен, и все это 

время продолжала постепенно развивать-

ся благодаря интересу человека к созда-

нию подобного себе существа. 

Некоторые философы Нового време-

ни заинтересовались данной темой и ста-

ли мыслить о возможности наделить 

жизнью неживые предметы. Одним из 

таких философов являлся Готфрид Виль-

гельм Лейбниц. Он выдвинул идеи, кото-

рые должны помочь формализовать 

мышление для создания возможности 

описать мысль человека при помощи 

простых математических символов, а за-

тем смоделировать логические операции 

мышления вычислительной машиной [2, 

с. 81]. Наряду с Лейбницем, следует от-

метить Томаса Гоббса. Гоббс предложил 

механистическую модель мышления, ко-

торая стала основой для развития ИИ в 

его нынешней форме [3]. Философ опи-

сывал мышление как вычисление пред-

ставлений, подобно арифметическим 

операциям. Как и Лейбниц, Гоббс считал, 

что мышление можно автоматизировать. 

Если мысль есть операция, то ее можно 

воспроизвести. Это открывает возмож-

ность моделировать разум.  

Сама технология искусственного ин-

теллекта получает свое развитие много 

позднее. Ранний этап развития начинает-

ся в период с 1940-х по 1950-е гг. Одни-

ми из первых ученых, обосновавших 

идею создания ИИ, были Джон фон Ней-

ман, Уоррен Маккалок, Уолтер Питтс и 

Алан Тьюринг. Джон фон Нейман вы-

двинул идею о том, что компьютер мо-

жет хранить в памяти данные, которые 

он обрабатывает. Данное предположение 

было сделано им в статье 1946 г. «Пред-

варительное рассмотрение логической 

конструкции электронного вычислитель-

ного устройства». 
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Тремя годами ранее Уоррен Макка-

лок и Уолтер Питтс ввели понятие искус-

ственного интеллекта и предложили мо-

дель искусственного нейрона в своей со-

вместной работе «Логическое исчисление 

идей, относящихся к нервной активности». 

Уже в 1950 г. математик Алан Тьюринг 

описал тест, с помощью которого можно 

определить, способна ли машина мыслить, 

и обосновал критерии оценки [4]. Подроб-

ности данного теста были описаны в его 

статье «Вычислительные машины и ра-

зум». 

Эти работы положили начало бурно-

му развитию искусственного интеллекта. 

В период с 1956 по 1970-е гг. стали появ-

ляться первые алгоритмы и программы. 

На Дармутской конференции 1956 г. уче-

ные Джон Маккартни, Мартин Минский, 

Натанниэль Рочестер и Клод Шеннон 

предложили ввести термин «искусствен-

ный интеллект». Они предположили, что 

человек может создать машину, которая 

сможет думать и решать задачи, которые 

присущи человеческому разуму. После 

данной конференции в 1958 г. была нача-

та разработка языка программирования 

LISP, который в итоге стал основным для 

создания искусственного интеллекта. Од-

нако на этом этапе развитие искусствен-

ного интеллекта вошло в период застоя. 

В 1970-е гг. данная область не только 

не получала развития, но и сталкивалась 

с падением интереса к разработке ввиду 

ограниченных вычислительных мощно-

стей компьютеров того времени. Возрож-

дение разработки нейросетей продолжи-

лось лишь десятилетие спустя. С 1980-х 

гг. бум интереса к компьютерной графи-

ке и к Интернету в целом привел к росту 

интереса к искусственному интеллекту. В 

период с 1980-х по 2000-е гг. компьюте-

ры стали использоваться для вычисления 

и обработки больших данных благодаря 

прорывам в области технологий и повы-

шению мощностей компьютеров. Тогда 

же появились и алгоритмы, имитирующие 

работу человеческого разума. Все это 

время искусственный интеллект медлен-

но, но верно набирал обороты и интерес 

ученых к его разработке и исследованию. 

Пик развития нейросетей в том виде, ко-

торый мы имеем на данный момент, про-

изошел с период с 2017 по 2025 г. Сначала 

пользователь мог генерировать изобра-

жения, но они имели не очень хорошее 

качество и детализацию. Самой популяр-

ной нейросетью на тот момент была 

DeepFake, благодаря которой пользова-

тель мог видоизменять уже готовое изо-

бражение. Помимо изображений, там так 

же можно было создавать видеоролики. 

Повышенный интерес к программе повлек 

за собой разработку более масштабных 

программ, таких как GPT-3 и пр. 

С созданием новых программ с рас-

ширенным функционалом у человека 

появилась возможность использовать ис-

кусственный интеллект не только для 

создания медиа и поиска какой-либо ин-

формации, но и использовать способ-

ность нейросети поддерживать диалог и 

давать советы по запросу. В итоге, на 

данный момент во многих странах мира 

огромное количество людей применяют 

искусственный интеллект во всех инте-

ресующих их сферах [5]. По данным ис-

следования NeuroReach Research, в Рос-

сии на 2025 год 30–40 млн активных 

пользователей нейросетей, и это число 

продолжает активно расти.  

Несомненно, стоит отметить, что у 

такой интеграции искусственного интел-

лекта в общество имеются и негативные 

последствия. Стала прослеживаться тен-

денция, указывающая на то, что люди все 

чаще предпочитают нейросети общению 

с реальными людьми. К крайне негатив-

ным проявлениям интеграции ИИ отно-

сятся те, кто связан с различного вида 

незаконной деятельностью, или те, кто 

противоречит общественным моральным 

нормам, «такие проблемы, возникающие 

при использовании систем искусственно-
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го интеллекта, как нарушение авторского 

права при генерировании изображений, 

создание речевых и видеодипфейков для 

дистанционного мошенничества и вымо-

гательства, распространение порногра-

фии, дискредитация лиц, подчеркивается 

рост общественной опасности травли, 

уничижения при кибербуллинге» [6,  

с. 452].  

Интерес к искусственному интеллек-

ту так же отображается и во многих ху-

дожественных произведениях. В фильме 

«Бегущий по лезвию 2049» исследуется 

тема границ отношений человека и ис-

кусственного интеллекта. ИИ в нем пред-

ставлен как в виде цифровой формы, на-

пример, помощница главного героя 

Джой, так и в форме репликантов – био-

инженерных существ, роботов, у которых 

есть собственное сознание и воля. В ки-

нокартине поднимается вопрос «очело-

вечивания» искусственного интеллекта. 

Если у машины есть чувства, мысли, 

воспоминания и собственная воля, про-

должает ли он являться машиной? Глав-

ный герой-репликант, офицер К, частич-

но так же задается данным вопросом. Он 

начинает верить, что является не просто 

искусственным существом, а настоящим 

человеком. Фильм намеренно размывает 

границы между ИИ и человеком, реаль-

ностью и симуляцией. В произведении 

нейросеть словно зеркало, в ней человек 

видит себя.  

 

ВЫВОД 

 

На данный момент искусственный 

интеллект не может стать отдельной 

ячейкой общества, так как не обладает 

сознанием и собственной волей. Это 

лишь программа с заданными алгорит-

мами и обученная специальными людь-

ми. Нейросеть является открытой и обу-

чается, общаясь со стандартным пользо-

вателем Интернета, впитывая в себя все 

его эмоции и поведение, что в дальней-

шем может ее «очеловечить». В случае, 

если развитие программы дойдет до мо-

мента, когда она впитает в себя и мо-

ральные установки человека и сможет 

различать «добро» и «зло», ее интеграция 

пройдет весьма удачно, так как человек 

стремится к тому, чтобы создать себе по-

добное существо.  
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