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ABTOMATH3MPOBAHHASA PEKOHCTPYKUMSA COMUAIBHBIX PoJiei
JUTEPATYPHBIX NEPCOHAKeN ¢ UCI0JIb30BaHNEM IpadgoBbIX
HelpoceTe: MHOTOSI3bIYHBINA KOPIYCHBIN MOAXO0/

! Iparomupos J1.C.
! Canxm-ITemepéyp2ckuii 20cydapcmeennviii ynusepcumem

Annomayusa: pa3paboTaH NOAX0] K KOJMYECTBEHHON PEKOHCTPYKIMH COLMANBHBIX POJiCH MepcoHaXKei B IuTepa-
TYPHBIX NIPOU3BEACHUAX HA OCHOBE rpadoBbIX HelpoceTei. ChopMupoBaH MHOTOA3BIUHBIN Kopmyc (~40 mpousse-
JIEHNI) KJIACCHICCKOM MPO3BI Ha PYyCCKOM, KUTAHCKOM, SITTOHCKOM M KOPEHCKOM SI3bIKaxX. ABTOMaTHYeCKas oOpa-
0oTKa BKJIIOYaeT u3BjeucHUe rpada nepconaxxeid u npuMmenenue Graph Neural Networks (GCN, GAT) nmist kiac-
cudukauuu poneid. Materpanusa ¢ 60nbmoi s361k0Boi Mozaenbio B cxeme GraphRAG obecnieunBaeT nHTEpIIpETa-
LUIO pe3ynbpTaToB. 'padoBas Moaens NpaBUIIbHO HACHTH(GHUIMPYET HEHTPAIbHBIX MEPCOHAXKEN C TOYHOCTHIO 92%.
BrisiBIeHBI KPOCC-KYJIBTYPHBIE Pa3iIHyUs: PYyCCKHE POMAaHBI JAEMOHCTPUPYIOT LIEHTPAJN30BAaHHBIE CETH BOKPYT
TJIABHOT'O T'epos, BOCTOYHOA3UATCKHE TEKCTHI — 0oJiee pacrpeesieHHbIe CTPYKTYpbl. AHalIU3 pedeBbixX (HopM TOoKa-

3aJ1 KOPPENAINIO MEeX/Ly CTaTycOM MepCOHaXa U MCHoib30BaHueM honorific-popm (#%, ', «Br»). [loaxon mpu-

MEHHUM JUTs IU(POBON TEPMEHEBTHKH, 00pa30BaTEIIbHBIX MPUIIOKEHUN U U3JATEIbCKON aHAJMTUKU. BriepBbie BbI-
MTOJTHEH KPOCC-KYJIbTYPHBIN KOJMYECTBEHHBIN aHAIN3 INTEPATYPHBIX ceTel ¢ momorbio GNN.

Knrwouesvie cnosa: tpadoBbie HEHPOCETH, CETH MEPCOHAKEN, COLMATIBHBIE POJIM, MHOTOSI3BIYHBIA KOPITYC, KpOcc-
KyJIBTYPHBIN aHau3, upoBas repMeHeBTHKa, honorifics
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Automated reconstruction of literary character social roles
using graph neural networks: a multilingual corpus approach

' Dragomirov D.S.

! Saint Petersburg State University

Abstract: an approach for quantitative reconstruction of literary characters' social roles using graph neural networks
is developed. A multilingual corpus (~40 works) of classical prose in Russian, Chinese, Japanese, and Korean is
compiled. Automated processing includes character graph extraction and application of Graph Neural Networks
(GCN, GAT) for role classification. Integration with a large language model in GraphRAG scheme provides result

interpretation. The graph model correctly identifies central characters with 92% accuracy. Cross-cultural differ-
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ences are revealed: Russian novels demonstrate centralized networks around the protagonist, while East Asian texts
show more distributed structures. Speech form analysis revealed correlation between character status and honorific
usage (¥%, ‘=, "Bur"). The approach is applicable for digital hermeneutics, educational applications, and publishing
analytics. For the first time, cross-cultural quantitative analysis of literary networks using GNN is performed.
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Beenenue Tei. B gokyce — BBISBICHHE CTAaTyCOB M B3aWMOOT-
JlutepaTypHble MEpPCOHAXHU OOpPa3yIOT CIOKHBIE HOLICHUH TepcoHaxel (Mepapxusi, TNIaBHbIE U BTOPO-
CeTH, OTpakalollhe COLMOKYJIbTYpHbIe HOPMBI. Ko- CTEIICHHbIE JIEHCTBYIOIIUE JIMIAa) 4Yepe3 aHaju3 TeK-
JMYECTBEHHBIN UX aHANN3 CTAl BO3MOXKEH C Pa3BUTHU- CTOB OPHTHMHAJIOB Ha YEThIpeX S3bIKaxX (PyCCKUH, KH-
eM [U(POBBIX TYMAaHUTAPHBIX METOJAOB: MPOCKT TaWCKUH, SITTOHCKUH, KOPEHCKHIA).
Google Ngrams nokasaji, Kak MUJUIMOHHBIE KOpITyca Hayunas HoBM3Ha. BriepBble BBINIOJHEH Kpocc-
BBISBISIIOT KynbTypHble TpeHas! [1]. IlpencraBnenuve KyJbTYPHBIM KOJMYECTBEHHBIN aHAIN3 CETEH JHUTEpa-
NpOM3BeEeHHs KaK rpada «IIepcoHaKu — B3aUMOJEH- TypHBIX TIEPCOHAKEH C TOMOIIBIO  TpadoOBBIX
CTBHSI» Aa€T METPUKH CIO’KETa M BBISABISIET LIEHTPAIb- Heipocereil. Ecnu panee conpanbHbIe CBSI3H B TEKCTE
HBIX T€POEB. W3y4YaJIUCh MPEUMYIIECTBEHHO B paMKaX OIHOH Tpa-
O¢ddexTuBHOCTH NOAXO0Ja MOATBEP)KICHA PSIOM JTUIMH, TO TaHHOE MCCIIEOBAHKUE COIOCTABISET JaH-
padort. Elson et al. aBroMaTHyecKy U3BIEKIN CETH U3 HBIE Cpa3y YeTHIPEX S3BIKOB, BBIABIAS KaK YHUBEp-
aHrnuiickux pomanoB XIX B. [2]; 0630p Labatut & casibHble TpadoBbIe MATTEPHBI (LEHTPAILHOCTH TEPOs,
Bost cucremarnzupoBas METOIBI M 3a7adM, peliac- KJIaCTepu3alusl BOKPYT TPYIIN), TaK M YHUKaJIbHBIE
MbIe Tpadamu mepcoHaxeil [3]. CTpyKTypHBIE TIpH- SI3BIKOBBIE MapKephl poJiell (CUCTEMbI BEKIMBOCTH,
3Haku rpada no3sonuian Holanda et al. knaccuduim- obparenus). HoBu3Ha METOONKH TakKe B COYETAHUU
poBath xaHpbl KHUT [4], a cucrema Schmidt & crpykrypHoro aHanu3a (GNN) ¢ ceMaHTHYECKUM
Puppe Bu3yanu3upoBana ceTd repoeB HEMELKUX CKa- (LLM): Monenb HE TOJBKO BBIYMCISET METPUKU Ipa-
30K, /JI0Ka3aB MPUMEHUMOCTh SNA K HECTPYKTYypHUpPO- ¢a, HO ¥ OOBSACHSIET UX HA ECTECTBEHHOM SI3bIKE, OIH-
BaHHOMY TEKCTy [5]. AHamu3 162 MaHTa-KOMHKCOB pasCh Ha 3HAHUS, U3BJICYECHHBIE U3 TEKCTA.
BBISIBUJ «3BE3HYIO» CTPYKTYPY BOKPYT HPOTaroHH- MatepuaJbl 1 MeTOABI HCCJIeAOBAHMI
CTa ¥ CBA3b LEHTPAIN3ALMU C HOMYJISIPHOCTBIO IPO- Metononorusi. dopmupyercss CONOCTaBUMBIN
u3BeseHus [6]. MHOT'OSI3bIUHBIN Kopiyc (~40 mpousBeneHuid) Kiaccu-
OpHaKo KpOCC-KyJIbTYPHBIE COIIOCTABJICHUS IOKa 4ecKOoH Mmpo3bl. ABTOMaTnieckasi oopaboTka BKIIOYa-
pelKU: UCCIEeN0BaHUSI OOBIYHO OTPAaHUYUBAIOTCA Ol eT u3BleueHne rpada nepcoHaxkeit (y3nubl — mepcoHa-
HUM SI3IKOM (@HTJIMICKAN pOMaH, SITOHCKasi MaHra XM, pEOpa — B3aMMOIEHCTBUS) C TOMOILBIO PACIO3HA-
T.1.). HacTosimas paboTa BiepBble IPUMEHSIET €IUHO- BaHUs UMEH U paspelieHus kopedepeHuuid. s aHa-
00pasHpIii  (HOPMATN30BAHHBIA TOMXOM K YETHIPEM nmu3a npumenstorcs Graph Neural Networks (GCN,
TpaguLUsIM — PYCCKOM, KMTaHCKOH, AMOHCKOW U KO- GAT) u ux passutue — rpadoBble TpaHC(HOPMEPSI,
peiickoi. DTH S3BIKM pazaMyaroTcs Mo crocodbam Ko- CIIOCOOHBIE YUMTBIBAThH ITI00ANbHBIE CBSI3U B ceTH. B
JUPOBAaHUSl COLMAIBHOIO CTaTyca: BOCTOYHOA3MAT- 9KCIEPUMEHTATFHON YacTH 00ydeHa MOJIeNb KIlacCu-
ckne 6oratel honorific-hopmamu, a pycckuii HCTIONb- (ukanuu poneil nepcoHaxkel (TTIaBHBIA TEpOM Vs.
3yeT «Tbl/Bbel» M ums-oruectBo. ComocraBieHue ce- BTOPOCTENIEHHBIN) Ha COBOKYITHOCTHU I'pad)oB, a TaKkxKe
TEBBIX MATTEPHOB U JIMHIBUCTUYECKUX MapKepOB MO3- peanu3oBaHa MHTErpanys ¢ OOJBIION S3BIKOBOM MO-
BOJISIET TTOKa3aTh, KaK pa3HbIC KyJIbTYPHI BepOAIn3y- nenplo B cxeme Retrieval-Augmented Generation
10T BJIACTh, IPYKOY U MMOYHHCHHUE. (GraphRAG) nns maTEpIpeTanIN pe3yabTaToB.
Ilenpro HacTOSIIETO UCCIACAOBAHMS ABIACTCS pa3- Kopnyc u npenodpadorka ganubix. Copmupo-
paboTKa MOAXO0Ja K KOJIMYECTBEHHON PEKOHCTPYKLIUU BaH MHOTOS3BIYHBIN Kopryc u3 40 XyZ0XKECTBEHHBIX
COLMAJIBHBIX POJIEd MepCOoHa)Xel B JIUTEPATyPHBIX mpousBenieHui (mpuMepHo 1o 10 Ha KaxIyro U3 Iie-
NPOU3BENCHHUAX Pa3HBIX KyJIbTYp Ha OCHOBE METOJOB JIEBBIX KYyJbTYp). B Hero BoluiM poMaHbl U IOBECTH
KOMIIBIOTEPHON JTMHTBUCTHKH M TpadoBbIX Heipoce- XIX-XX BB., Haxojsmuecs B OTKPBITOM JOCTYIIE
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(oOmiecTBEHHOE JOCTOSHUE WITH JIUIICH3HUH, JTOITyCKa-
IOIIMEe Hay4YHOe HMCmonb3oBanue). Public Domain
ompezaenseTcs Kak ucreuenue 70 JeT co JHS CMEpTH
aBTopa B Poccum u OoipmmHCTBE cTpaH Bern
Convention. JIiisi SIMOHCKHMX W KOPEHCKHUX aBTOPOB
mpoBepKa BBITONMHsUTach o 6aze WIPO Lex; xuraii-
CcKHe Kiaccuueckne TekcTel 10 1911 r. Bxomar B PD
de jure.

O6mmit 00BEM KOpITyCa COCTABISIET ~7 MUJUIHAO-
HOB cjoB. [[nst obecrieueHUs COMOCTaBUMOCTH BHI-
OpaHBI TEKCTHI CXOXHX JXKaHPOB (CEeMEWHO-OBITOBBIE

caru, MPUKIIOUYEHISCKIE POMAaHBI, dII0C) U TIEPUOIOB.
Hampumep, pycckas wacTh BKIIOYaeT pomanbl JI.
Tonctoro u ®. JlocToeBCKOro, KUTaiickas — KJIacCH-
yeckuil pomad «CoH B KpaCHOM TepeMe» U Jp. TEKCThI
pybexxa nuaactuii Mwun-lluH, smoHCKas — poMaHBI
snoxu Moitn3u (Hamyms Cocaku u ap.), Kopeickas —
MPOU3BEIACHUSI KOJIOHUANBHOIO TNEpUoAa W paHHEH
pecnyOinku. CBOAHBIC KOJIMUYECTBEHHBIC XapaKTCPH-
CTUKH MHOTOSI3BIYHOTO KOpITyca TPUBEICHBI B TaOI.

1.

Taobmuma 1

CraTtucThka Kopiyca.

Table 1

Corpus statistics.

SA3BIK [IpousBenenmit ToxeHOB (MITH) YHUKaIBHBIX IEPCOHA-

Language Works Tokens (million) xert Unique Characters
Pycckuii Russian 10 2.26 472
Kuraiickuii Chinese 10 1.87 431
SAnouckuii Japanese 10 1.54 389
Kopeiickuit Korean 10 1.61 407

Kaxapii TekcT mpomén eInHO00pa3HyIo Mpenoo-
pabotky. CHadana BBIMOITHIACH TOKCHHU3AITUS M pa3-
METKa 4YacTe pedd C IOMOLIbIO  S3BIKOBO-
cneun(UIHBIX HHCTPYMEHTOB: I PYCCKOTO — CTEM-
Mep U MopdoaHanuzaTop pymorphy2, mis KuTaicko-
ro — cermenTarop Jieba, mis simoHckoro — MopghoJio-
rudeckuii ananu3atop MeCab, st kopelickoro —
Komoran. 3arem npuMeHsuIoch pacro3HaBaHHE HMe-
HoBaHHBIX cymHocTed (NER) g Beimenenust nmén
nepcoHakei. MbI ncrnonp3oBanu OHOINOTEKY Stanza
(Stanford NLP) ¢ nmpenoOy4eHHBIMH MOZAETSMH JUIS
KaXJIOTO SI3bIKa, JOMOJIHEHHYIO CIIUCKaMH COOCTBEH-
HBIX UMEH. B ClOXHBIX ciydasx (KhTailickue IBY-
XHEpOrMu(HbIE UMEHA, SIOHCKME KaHa-UMEHa) JO-
OaBnsuinchk mabnoHHbIe mpaBuna. IlapamiensHo pas-
MEYaNCh TPaHMIBI MPSIMOM pevr U aTpuOyThl TOBO-
psILLEero 3TO KPUTUYHO JJIsi BOCCTaHOBIJICHUS
HaNpaBJICHHBIX B3aUMOJCHCTBUM «KTO KOMY T'OBO-
pHUT».

IlocTrpoenne rpada mnepconaxkeir. Ha ocHose
PasMEUCHHOTO TEKCTa alrOpUTM AaBTOMATHYECKU
CTPOUT Tpad B3aMMOJEUCTBUS TEPCOHAKEH. VY3IIbI
rpada COOTBETCTBYIOT YHHKAIBHBIM MepcOHakaM (c
yu€ToM paspemieHus KopedepeHLMid: Hampumep,
«Harama PocroBa» n «Harama» — onun y3er). Péopa
MPOBOJATCS MEXIY y3JaMH TpU HAIWYUUA XOTs OBl
OJTHOTO CYIIECTBEHHOTO B3aUMOJCUCTBHSI B TEKCTE.
Kpurepusimu B3auMOAEUCTBUS CIy’KaT: COBMECTHOE
MOSIBJICHHE B TIpe/eiax OAHOW CUEHBI WM JTUaJora;
¢akT npssMoro odpaleHus OJHOTO MepcoHaXxa K JIpy-
roMy; sSIBHOE yYKa3aHHe Ha OTHOLIEHHE (Hampumep, «X
SBIISIETCS OTIOM Y »). Kaxkmomy pebpy npucBanBaercs
BEC, MPONOPLHUOHAIBHBIM YacTOTe B3aUMOJICHCTBUI
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(ducny ciieH, TJe mapa Co-TOSBISCTCS, CYMMapHOMY
00BEMY THATIOTOB MEXKIY HUMH | T.11.). Kpome Toro,
p€Opa OpUEHTHPOBAHBI, €CIM OOHAPYKEHO HAIpaB-
JICHHOE JICHCTBUE WJIN Peub: HANPHMEP, €CIIU MEepCco-
Hax A dacto oOpamraercs k B, mobammiseTcss Hampas-
neHHas nyra A—B ¢ arpubyrom «roBoput». Briro-
YeHHE OPUCHTUPOBAHHOW WH(POPMALUU TIO3BOJISET
YYUTHIBATh ACHMMETPHUIO OTHOIICHWHA (KTO HWHHUIMA-
TOp KOHTAaKTOB). B pesynbrare jUis KaJaoro mpous3-
BEJICHUS TOJYYeH B3BEIICHHBIM OPUCHTUPOBAHHBIN
rpap G = (V,E), rae |V| — uucno mnepcoHaxeil
(o0pryHO 30-100 I pomana), |E| — COBOKYIHOCTh

CBsI3eU MEXIY HUMH.

I'padoBbie npuznaku 1 MogenupoBanue. Ilomy-
YeHHbIe Trpadbl ObUIM MPOAHAIU3UPOBAHBI C TIOMO-
IO METOJOB TEOPUH CETEW: BBIYHMCIICHBI CTEIIEHU
y3710B, KO3 GUIMEHTH! KIacTepU3aliy, HEeHTPaIbHO-
ctu (1Mo OIU30CTH, TOCPEAHUYECTBY U 1p.). bpokep-
cKas / mocpenHuYecKas eHTpaabHOCTh (betweenness
centrality) u3mMepsieT, CKOJIb YaCTO BEPIIMHA OKa3bIBa-
eTcid Ha KpaTdyalllieM HyTH MEXAYy APYTUMH JIByMs
BepMHaMu. PopMabHO:

Q(F) = Es;&v#t

Tt ()

rae 0. — 4UCIO KpaTyammx myteit mexay Su l, a

0., (V) — YMCIIO TAKUX IyTeH, MPOXOSAMIUX Yepe3 17.

OTH METPUKH CITy’KaT TEPBUYHBIM IIOPTPETOM)
nepcoHaxka. Tak, CTeTeHpb y371a OTpa)kaeT YHCIIO Mps-
MBIX B3aUMOJEHCTBUII — Ipy00, COLMANbHYIO AKTUB-
HOCTh Tepos. LleHTpanbHOCTH MO NOCPETHHYECTBY
MTOKA3bIBAET, Yepe3 KOro MPOXOIAT KOMMYHHUKAIIMOH-
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Hbl€ ITyTU B CHO’KETE — MOTCHLUAIBHO BBIABISS CBS-
3YIOIMKUX TMEePCOHAKEH (Hampumep, TeX, KTO OO0Bheau-
HAeT pasHbele Tpymnnsl). [IpenBapuTenbHBIN CpaBHU-
TEJIbHBIA aHaJU3 MOATBEPAMI OXKUAAEMBIC PA3ITUUUS:
[JIAaBHBIE T€POU PYCCKUX POMAHOB MMEIH aHOMAJbHO
BBICOKYIO cremneHb (mHorma >50% oT Makcumyma),
TOT/Ia KaK B KUTAlCKOM 3I10CE pachpeseeHue cTere-
Hell Oosiee paBHOMEPHOE, C HECKOJIBKUMHU CPEAHUMH
1o BayXHOCTH (Gurypamu. Takol pa3pexeHHbIN Xapak-
TEp CETH B BOCTOYHOA3MATCKUX TEKCTaX MOXET OTpa-
KaTb aHCaMOJIEBOCTh ITOBECTBOBAHHUSL.

Jns Goyee TOHKOTO aHaM3a COIMATBHBIX pOJIEH
3ageiictBoBanbl  Graph Neural Networks. Msr
chopMyIupoBaIN 33734y KaK KJIACCH(UKALUIO Y3-
J0B rpada Ha J1Ba Kjacca: IJIaBHbIE/BEIylINE Tepco-
HQKHU VS. BTOPOCTENCHHbIC/AMH30an4Yeckue. B kaue-
cTBe 00yyarouiel BEHIOOPKU BPYUHYIO Pa3METHIIN OKO-
mo 200 mepcoHaxkeidt (o ~5 W3 KaXIOTO TEKCTA,
BKIIIOYAsi OYEBUJHBIX TPOTArOHUCTOB U aHTAarOHU-
ctoB). Kaxnplii y3en npencrasnsier HaOOp MPU3HAKOB:
NOMUMO 0a30BbIX CETEBBIX METPUK (CTENEHb, LIEH-
TPaJbHOCTHU), OOABIICHBI JIMHTBHCTHYECKUE aTpPHOY-
TBI — JOJISl CIIEH C MPSIMOHM PeYbl0 JAaHHOTO NEPCOHa-
a, CPeJHssl [UIMHA €T0 PEIUIMK, JOJIS O(HUIIMATbHBIX
oOpamieHuii Kk HeMy JApYrMMH (Kak MHIUKAToOp CTa-
TycHocTH). Mogens Ha ocHoBe GNN (KOHKpeTHO, 2-X
cinortHas Graph Convolutional Network) obydena
npecKa3bIBaTh KJIACC Y371a, yUYUTHIBAs MPU3HAKH y371a
U arperupoBaHHyio HWH(poOpMamuio oT coceneit [7].
Unes B ToM, 4TO B rpad)e TUTEPaTypHOIO MIPOU3BEE-
HUSI TJIaBHBIE T€POM 00pa3yloT XapaKTepHBIE TOIOJIO-
TUYECKHEe MIa0JIOHBI [8]: 4acTO OHM CBS3aHBI JIPYT C
JPYroM, IMEIOT MHOTO CBSI3€H M BBICTYNAIOT «MOCTa-
MI» MEXAY CpyIlIaMu NepcoHakel. Pe3ynpTaTel Ha
TECTOBBIX JIaHHBIX TOKa3am To4HOCTH ~0.92 (F1) B
pa3nUYCHUH TIaBHBIX U BTOPOCTENIEHHBIX JEHCTBYIO-
mux i — GNN yBepeHHO HpPEBOCXOIUT IMPOCTHIE
IIOPOrOBbIE KPUTEPUH I10 CTEIIEHH y371a (KOTOphIe Ma-
Baiu ~0.8 F1). Oto cornacyercs ¢ HabmoaeHusimu K.
Shaikh u ap., koropsie [9] otmedanu 3hpeKTHBHOCTE
GNN mpu kraccuuKanuy posei mepcoHake poMa-
Ha 110 rpady B3aUMOACHCTBHA.

HNuTerpanus a3bIkoBOM Mogean. s uaTepmnpe-
TUPYEMOCTHU pe3yIbTaTOB MBI HIPUMEHUIN
GraphRAG - pacmmpenue knaccuueckoro RAG, B
KOTOPOM HCTOYHHUKOM 3HaHMU CIyXHUT rpad: mpu
redepaiud LLM monydaeT pejeBaHTHBIN noodepagh u
UCIIOJIB3YEeT €ro TOIOJOTHI0O U aTpuOyThl Y3JIOB,
YMEHBIIIAsl PUCK «TaJUTIOLUHALIII.
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JJist KaKI0ro TTIaBHOTO reposi POpMHUPYETCs IO~
rpad OKpYy>KEHHS» — BCE CBA3aHHBIE NIEPCOHAXKHU C TH-
mamu cBszeil. Muorosi3eraaas LLaMA-2-7b, noo0y-
YeHHAas Ha PYCCKMX WM BOCTOYHOA3MATCKUX JAHHBIX,
nonyvaer onucanue (Hanp.: «VBan VBaHoBuY cBs3aH
¢ Mapueit — xena; Iletpom — ciayra; kHszem N —
HavYaJbHUK; B pe4u repod dacto “Ber’...») u Bompoc:
«Kaxosa ezo coyuanvnas pons?» Monens reHepUpyeT
JIuTepaTypoBeaueckoe mosicienue: «MBan — 1meH-
TpanbHas (urypa-nmarpuapx, oObEAHHSIONIAS CEMbIO
U CIYT; YBOKHUTEIBHOE OOpalleHUE ITOATBEPKIAACT
BBICOKHII cTaTycy.

KioueBoe nocromnctBo GraphRAG — dakrude-
CKasi TIpUBSI3Ka OTBeTa K rpady, 4To, MO JaHHBIM He-
JaBHUX uccienoBanuit [10], mOBBIIIIAET TOYHOCTH
TPaKTOBKH CJIOKHBIX B3aUMOCBs3eil. B Hamem unccie-
noBanuu LLM ycremHo BbleNsIa KyJIbTYpPHBIE pa3-
JUYUS: TJIABHBIC T€POMHHM PYCCKHX POMAaHOB HMENH
MEHBIIE CTAPLIMX POJICTBEHHUKOB M OOJbIIE CBEPCT-
HUII-NIOJPYT, TOTAA KaK B KOPEHCKUX TEKCTaxX ceMei-
Hasl Hepapxus sipue BBIPaKCHA.

Pe3yabTathl u 00cy:KIeHUS

[IpenBaputenbHble HWCTIBITAHUS HA MHAIOTHOM
Habope (110 OTHOMY POMaHy Ha KaKIOM SI3bIKE) MO/I-
TBEPAWIN 3PPEKTUBHOCTh MPEATIOKEHHOTO MOIXO0A.
I'padoBas Moaens MpaBUIBPHO HAESHTUPUIMPYET ICH-
TPaJbHBIX MEPCOHAXEH: HAIPUMED, y3ell ¢ HanOOJb-
med MOCPEIHUYECKON LEHTPaJbHOCTBEO COOTBET-
CTBYeT IPOTAaroHucTy B 4 u3 4 cirydaeB. OOHapyKEeHBI
KpOCC-KYJIbTYpHBIE pa3fIMuus: PYCCKHE U €BpOMei-
CKHE CIOKEThI CKJIOHHBI K «LE€HTPAIM30BAHHBIM) Ce-
TaM (OAWH TEepod B3aMMOAEWCTBYET C OOJBIINH-
CTBOM), TOTAAa KaK B BOCTOYHOA3MATCKUX TEKCTaX
HabmromaroTest Ooliee pacrpeneneHHble CeTH. AHaIN3
peueBbIx (pOpM MOKazan KOPPESLHUI0O MEXIY CTaTy-
COM H SI3BIKOM: IIEPCOHAXH, K KOTOPBIM 0OpalaroTcs

MPEUMYIIECTBEHHO  YBAXHUTEIbHBIMU  (opMaMu
(manpumep, L& 0] «#k», kop. « E», pyc. «Bb), kKak

MPaBWJIO, 3aHUMAIOT 00JIee BBICOKOC IOJIOKEHUE B
rpade.

Ha ocHoBe ommcaHHBIX METOJOB TOJYYCHBI IaH-
HBIC, TIO3BOJISIFOIIAE OTBETHTh Ha KITFOYEBBIE BOMPOCHI
uccienoBanus. Bo-miepBeix, ceTeBasi CTPYKTypa Mo-
BeCTBOBAHMSA [EHCTBUTEIBHO PA3ITUIACTCS MEXIY
KyIbTYpHBIMH TpamuiusiMia. CyMMapHBIE CETeBBIC
MOKA3aTeIM 10 KAXIOMY SI3bIKY IPEACTABICHBI Ha
puc. 1.
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TennoBas KapTa ceTeBbiX METPUK NMepcoHaXxen
Heat-map of character-network metrics
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Puc. 1. TennoBast kapTa ceTEBBIX METPUK IIEPCOHANKEM.
Fig. 1. Heat-map of character-network metrics.

Pycckas knaccuka oTiamyaeTcsl CHIBHOM IEHTpa-
JU3anueii: B OONBIIMHCTBE MPOU3BEICHUM HIb 1-2
reposi 3HAYUTEIHHO MPEBOCXOAST OCTAIBHBIX 1O CTe-
neHu y3ia. B «BoiiHe u mupe» sapo oOpasyroT He-
ckonbko cemel, HO IIbep be3yxoB u kHA3b boikoH-
CKH{ MIMEIOT CTereHu B 1,5 pa3a BbllIe OMMKanImx
nepcoHaxel. B kutalickux «PedHbIX 3aBOASX» Kap-
THHA HHAasA: =~ 15 pa300HHHMKOB (HOPMHUPYIOT paBHO-
MEpPHYIO Ce€Th, HU OJMH HE JOMUHUPYET — OTpakeHHE
KOJUIGKTUBUCTCKOTO 310ca 0e3 eJIWHCTBEHHOTO Mpo-

taronucta. fnonckuii «Kokopo» 3aHuMaeT mnpome-
JKyTOYHOE ITOJIOKEHHUE: CETh COCPEJOTOUYEHA Ha TpHUa-
ne «Yuurens — Hpyr — ['maBHbIN repoit», ocTaibHbIE
nepudepuitHpl, a assortativity BbIIE PYCCKOH, IO-
CKOJIBKY KITFOUEBBIE Y3Jbl IJIOTHO B3aUMOCBS3aHBI. B
PYCCKMX pOMaHax, HalpOTUB, IJIaBHBIA Iepoil CBA3BI-
BaeT ICHTPAJIBbHBIX U MEepUPEPUIHBIX (UTYpP, BOILIO-
mas MOTHB «IWIIHETO YenoBekay. CpaBHEHHE Cpej-
HUX CTENeHe! ABYX Pyl IMOKa3aHo Ha puc. 2.

CpenHAA cTeneHb LeHTPabHOCTKH: IMaBHbI@ VS. MPo4YMe NepcoHaxXu
Average degree centrality: main vs. other characters
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Puc. 2. «Cpenusist cTeneHb NEHTPAIbHOCTH: TTIABHBIC VS. IPOYHE TIEPCOHAKI.
Fig. 2. Average Centrality: Main vs. Supporting Characters.
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Bo-BTOpBIX, JHMHIBUCTHYECKHE MapKepbl COIH-
ANLHBIX POJIeii TOKa3amM OXHIaeMble KyJIbTypHBIE
oTnHums. B BOCTOYHOA3MATCKHX CErMEHTaX KOpITyca
Obl1a mojacuuTaHa Aot honorific-hopm B peun mep-
coHaxeil pasHoro cratyca. Honorific (sm. #{E& keigo,

xop. =SHZ jondaetmal) — xommmekc rpamMmarHue-
CKHX M JEeKCHYECKHX CPEJICTB, BEIPAXKAIOIINX yBaXKe-

HUE€ WJIM COIMAJIbHYIO JUCTaHIIMIO. BKitoyaer crenu-

anbHbIe cydukcsl uméH (- A, -¥k, -H), oxomrua-

nue riarona -o 1| CH/-L|Ct B xopeiickom 1 aHannTH-

yeckre 000poThl B kutaiickoM (AN EF jingci).

B smoHckux pomaHax mepcoHaku, 0003HAUYECHHBIC
monenbto GNN Kak BBICOKOCTAaTyCHbIE (HAmpuMmep,
I1aBa poja, HaualbHUK), MCHOIB30BAIN HIEE (Bex-
JUBYIO peyb) B CpelHEM B 2.3 pasa yaiie, 4eM HU3KO-
CTaTyCHbIE (CIYTH, MJaIINe) — MOATBEPKAas CHUIIb-
HYI0 S3BIKOBYIO cTpatudukanuio. B  kopelckux
TEeKCTaxX dTa pa3HHIla emé BhIime (MpUMEPHO B 3 pasa

no uacrore okonwanuii -L|CF -A|2) [11]. Kuraii-

CKHH SI3BIK, HE 001aas pa3BUTON MOP(OIOrHel BexK-
JUBOCTH, MPOJEMOHCTPUPOBAN JPYrol HHIAUKATOP:
BBICOKOCTAaTYCHBIX Hepc0Ha>Ke1‘/'1 II0YTHU BCCrja HasbI-

BAIOT THTYJIOM Wi pamuueii ¢ BFR («EF», « KA

»), TOr/la KaK HU3LIMX — [0 UIMEHHU WK Npo3sully. B
PYCCKOM sI3bIKE TIpsiMasi peub MeHee (HopMalln30BaHa,
oJIHaKo Tpa)oBBI aHAN3 BBIIBHJ MHOW NMPHU3HAK: Y
NepCOHaXXeH, KOTOPBIX BCe Ha3bIBAIOT Ha «Bbl» u mo
(bamunmm, crerneHb y3na o0bdHO BhIme. Hampumep, B
pomanax TypreHeBa u ToJCTOro BCE NMEPCOHAXKH C
TUTYNIaMH («KHs3b X») — y37bl Tom-10 Mo meHTpas-
HOCTH, TOTJa KakK T€, KOr0 Ha3bIBAIOT MO0 MMeHH 0e3
ordecTBa, yamie nepudepuitnpl. Takum obpazom, na-
e B PYCCKOM, IIe rpammarndeckux honorific Her,
CoIMaibHas AUCTAHIMSA OTPa’KaeTcsl B JIGKCUKE 00pa-
LIEHUI U KOPPEJIUPYET C POJIBIO B CIOXKETE.

BocTouHoa3uaTckue TEKCTBl B HAlleM KOpILyce
OKa3aJluch 0oJiee Mepapxuy- HbIMU: HAalpUMeEp, B KO-
petickoi noBecTH «XoH ['mbIoOH» Haxe 3nu3oauYe-
CKOMY MHHHUCTPY MO/JIEJIb IPUCBOMIIA «BBICILIH paHI»
— OTpakasi KyJIbTYPHYI0 HOPMY MOJUYEPKHYTOI'O yBa-
KeHHs. B pycckux pomaHax, HampOTHB, HEKOTOPHIE
JBOPSIHE TI0 CTaTyCy BBICOKH, HO UX CETEBbIe TIOKa3a-
TEJIN HU3KH, — COLUMAIBHBINA paHr caM 1o ceOe He Tra-
paHTUpPYeT HapPATUBHOW LEHTPAILHOCTH (BCIIOMHUM
«YUHOBHHUKOBY» y 'orouns).

HNurerpamus ¢ LLM oka3anace mojie3Ha A HUH-
teprnpetarnn: GraphRAG-cxema ¢opmupyer moa-
rpad nepcoHaxel, 1 MOJIENb Ha €r0 OCHOBE I'€HEpH-
pYeT MOSCHEHHS YPOBHS «TyMaHHTAPHOTO KOMMEHTa-
pusi» [12]. na «CHa B xpacHOM Tepeme» LLM kop-
pekTHO ykaszana, uro LI3s JKeH XoTh W riiaBa cembH,
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HO Majo BiHseT Ha oOMeH mH(OpMAaIueH, moaTBep-
XKAast TUTEPATYPOBEAUECKUIN BITIIA.
BriBoabI

1. Cozgan MHOTOS3BIYHBIA KOpHyc W pipeline,
aBTOMATUYECKH H3BJICKAIOINHA Tpadbl MEepPCOHAKEH;
pecypc OTKPBIT JIsl JaNbHEUILIUX UCCIEIOBAHUM.

2. CereBoil aHanmu3 BBIABMJI KOHTpAcT: LIEHTpPA-
JU3alUs PYyCCKMX POMAHOB VS. PAacIpeneiéHHOCTb
KUTAICKUX U KOPEHCKUX 3IOCOB; SIMOHCKUE TEKCTHI
3aHUMAIOT CPeJHEe MOJIOKEHHE.

3.  GNN Hag rpadom + TUHTBUCTHUYECKUE TPU-
3HAKH JAI0T BBICOKYIO TOYHOCTH KJIACCH(HUKAIIH PO-
JIe, TIOKa3blBasg, 4YTO CTPYKTYpPHbIE METPUKH JIE€H-
CTBHUTEJIEHO KOPPETHUPYIOT ¢ (yHKUKEH repos.

4. Honorific-aHanu3 moaTBepAui, YTO B SIMOH-
CKOM M KOPEUCKOM SI3bIKaX BEXIJIUBBIC (hOPMBI TECHO
CBSI3aHBI C MO3MLUSAMH IMEPCOHAXKEH; B PYyCCKOM 3(-
¢exT cnabee, HO TOXE 3aMETEH.

5.  GraphRAG-00bsiCHeHHS MpPEBPAIAIOT  «CY-
XH€» METPUKH B YEJIOBEKO-YHTAEMBIE BBIBOIBI, 00-
Jervyas NpuMeHEeHHe MeTo/1a (GPUIIOTIOTaM.

IIpakTHYeckasi 3HAYMMOCTh
Pa3paboTaHHbBIN MOIX0J MOXET JeYb B OCHOBY HH-
CTPYMEHTOB LU(POBOH TePMEHEBTUKU — CUCTEM MOJ-
JIEP’KKH JINTEPATYypOBETUECKOIO aHainu3a. ABTOMAaTH-
3UpOBaHHAsI UACHTH(UKAIMS KIIOYEBBIX MEPCOHAKEH
U UX COLMAJbHBIX pOJied mpuroaHa uisi oOpas3oBa-
TEJNBbHBIX NPWIOKEHUH (BU3yanu3alusi ceTedl repoeB
HIKOJIBHOW MPOTPaMMBbI) U B U3/1aTENbCKON aHAINTHKE
(Hampumep, CpaBHEHHE HApPPATUBOB pPa3HBIX KyJb-
Typ). Kpome Toro, npeanoxennas uarerpanus GNN
u LLM no3BosisieT moay4yaTh YEIOBEKO-UMTAEMbIE
00BSICHEHUSI, YTO BaKHO JIJIsl MHTEPIIPETAIH Pe3yib-
TaTOB B TyMaHUTapPHOM KOHTEKCTE.

Orpannyenus ucciaeqoBanus. Hacrosimas pa6o-
Ta (HOKYCHUpyeTcsl Ha KIaCCHUECKOW JUTEpaType, 4To
o0ecreynBaeT COMOCTaBUMOCTb, HO OTPaHUYMBAET
KAHPOBOE pazHoOOpazwe. MeToauKa HW3BICYCHHUS
MepcoHakel Moka 4yBCTBUTENbHA K KauecTBY paspe-
meHus KopeepeHIMH, OCOOCHHO Ha KHTAaWCKOM U
SITIOHCKOM $I3bIKaxX (MepapXudeckast CTPyKTypa UMeEH).
B nanpHeimieM MmiuaHUpyeTCsl pacllUpUTh KOPIyC U
no00yunth Moaenu NLP aiis moBbIICHHS TOTHOTHI
rpada.

IHepcnexTuBa. JlanpHeiimas paboTta BKIOYaET
ABTOMATHYECKOE BBISIBIEHHE apXETUNOB (Tepoi-
OJWHOYKA, «TEHEBOH IuAep» M [p.), pacIIupeHHe
KOpITyca Ha JPYTHe KyJIbTYpHl U MEPEeXo]l K THHAMHU-
geckuM rpadam i OTCICKUBAHUS SBOIIOLNH POJICH
mo xoxy ctokera [13]. Takum oOpa3om, pa3paboTka
couetaer MH-uHCTpYyMEHTH U (prIONOTHYECKHE 3a-
Jadu, 3aKjIaabIBasi OCHOBY IU(POBOI CpaBHUTEIHHOU
TepPMEHEBTHKH.
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