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AHHOTauma: B cTaTbe oONUCaHbl pasfiMdyHble Ccnocobbl WCNOIb30BaHUA reHepaTUBHbIX
npenobydeHHbIX A3bIKOBbIX MoAesien ANs NOCTPOEHMS KOpnopaTUMBHOW BOMPOCHO-OTBETHOM
cuctembl. CyuecTBEHHbIM OrpaHUYEeHMEM TEeKYLUX FeHepaTUBHbIX NpeaobyyYyeHHbIX S3bIKOBbIX
Moaenen ABNAeTCsa NUMWUT MO 4YUCAY BXOAHbIX TOKEHOB, He MO3BONSAKWMIA UM paboTaTh «uU3
KOpob6kn» ¢ 60AbWNM KOMYECTBOM AOKYMEHTOB MAM C AOKYMeHTOM 6onbworo pasmepa. Ons
npeofosieHNUs AaHHOro orpaHumyeHuss B paboTe paccMoTpeHa wHAeKcauumsa [LOKYMEHTOB C
nocrneaywwmMm MNOUCKOBbBIM 3anMpocoM U reHepauumen oTBeTa Ha 6ase aByx Haubonee
NONyNsipHbIX Ha TeEKyWWi MOMEHT Open source peweHun - ddpenmBopkoB Haystack,
Llamalndex. Bbino nokasaHo, 4TO MpUMeHeHMe open source dperimBopka Haystack npwu
Ny4lWwnx HacTpoWkax nMo3BoAseT nony4yuTb 6oslee TOUYHble OTBETbl MNpPUM MNOCTPOEHUMU
KOpMopaTUBHOMW BOMPOCHO-OTBETHOW CUCTEMbI MO CpaBHEHUIO C open source HpeNnMBOPKOM
Llamalndex, oaHako TpebyeT WCNOMb30BaHUSA B CPeAHEM HECKONIbKO 60/blero yucna
TOKEHOB. B cTaTbe WCMNonb30BasCcA CpPaBHWUTENbHbIN aHanuM3 Ans oueHkn 3DPEeKTUBHOCTH
MUCMONb30BaHNA TreHepaTUBHbIX NpefobyyYyeHHbIX A3bIKOBbIX MoAeNel B KOpPNOpaTUBHbIX
BOMPOCHO-OTBETHbLIX CUCTeEMax C nomouwbio dpenmBopkoB Haystack m Llamaindex. OueHka
MOJIyd4eHHbIX pe3ynbTaToOB OCywecTBAsNacb C ucnonb3oBaHuem MmeTpukm EM (exact match).
OCHOBHbIMM BbIBOAAMW MNPOBEAEHHOr0 MWUCCNefOoBaHWA MO CO34aHUID BOMPOCHO-OTBETHbIX
CUCTEM C UCMONb30BaHWEM FreHepaTUBHbIX NpefobydeHHbIX A3bIKOBbIX MoAeneln asnstTcsa: 1.
Mcnonb3oBaHMe mMepapxmyeckom MHAEKCaUMM Ha TEKYLWMA MOMEHT 4Ype3BblyalHO 3aTpaTHO C
TOYKW 3peHUs 4Yyucna Mcrnonb3yeMblx TokeHOB (okono 160000 TokeHOB AN MepapxuMyecKon
mHaekcaumm npotme 30000 TOKEHOB B CpeaHeM ANnsa nocnepoBaTeNlbHOM MHAEKCcauun),
MOCKOMIbKY OTBET reHepupyeTcs nyTeM MocnegoBaTesibHOW 06paboTkM poAUTENbCKUX U
pAoyepHux ysnos. 2. Ob6pabotka wuHdopmaumm npu nomowm dpenmpopka Haystack npwm
NyYlWMX HacTpoiKkax Mno3BOMAET MOJIyYUTb HECKONbKO 60/bliyld TOYHOCTb OTBETOB, YeM
ncnono3osaHue dpenmeopka Llamalndex (0.7 npotus 0.67 npu Aydywux HacTporkax). 3.
Mcnonb3oBaHue dperimBopka Haystack 6onee MHBapMaHTHO OTHOCUTENIBHO TOYHOCTU OTBETOB
C TOUYKM 3pEeHna KonmyecTBa TOKEHOB B 4aHke. 4. B cpeaHeM mcnonb3oBaHue gperiMBopka
Haystack 6onee 3aTpaTHoO NO 4yucny TokeHoB (NpuMepHo B 4 pas3a), 4yeM dperiMmBopKa
Llamalndex. 5. Pexwumbl reHepaumm oteBeta «create and refine» n «tree summarize» ans
¢dperimBopka Llamalndex aABNATCA NPUMMEPHO OAMHAKOBBIMWU C TOYKM 3PEHUS TOYHOCTU
nosiydaemblx OTBETOB, OAHAKO ANnS pexuMma «tree summarize» TpebyeTtcsa 60Nnblle TOKEHOB.

KnroueBble cnoBa:

reHepaTMBHble S3blKOBble MoAesnun, nHpopMauMOHHass MNOMCKOBAasA  CUCTeMa, BOMPOCHO-
oTBeTHas cucrtema, nHaekcaumsa, Haystack, Llamalndex, 4yaHKk, TOYUHOCTb, TOKEH, peTpuBeEp
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1 BBeaeHue

BonpocHO-OTBETHbIE CUCTEMbI MOSABUANCL B 1960-x ro,u,axm, M, Kak un apyrme obnactm
KOMMNbIOTEPHOW JIMHIBUCTUKN, C pa3BUTMEM TEXHONOTMI MaWwWHHOro oby4vyeHmsa B nocnepHue
roabl npetepnenun CyuwecTBEeHHble M3MeHeHUs. BOMpOCHO-OTBETHble CUCTEMblI 6bIBAKOT ABYX

BWUAOB — 3KCTPaKTUBHblE M reHepaTUBHbIE 21 DKCTpPaKTUBHbIE BOMPOCHO-OTBETHbIE CUCTEMbI B
obuleM cnyyae B KayecTBe OTBeTa BblAAalT KOPOTKUN OTBET Ha 3ajaHHbIA BOMNPOC, 4acTo B
BuAe uMTaTbl M3 MOAAHHOro Ha BXo4 Habopa AOKYMeHTOB. Hanpumep, Ha BOMPOC «B KaKOM
roay poauwnca nopa balipoH?» nopobHas cuctema MoxeT oTBeTUTb «B 1788 roay», ecnu
AaHHOW cucTteMe 6bINM nopaHbl Ans o6bpaboTkM MaTepuanbl, coaepxawue 6uorpaduio nopaa
BanpoHa, KoTopble, ckOpee Bcero, Bkaw4vanu B cebsa npegnoxenue «Jjlopa banpoH poauncsa s
1788 roay». CTOUT OTMETUTb, 4YTO aHaNOrM4yHoM (QyHKuMen obnagatT MU MHOrMe MOUCKOBbIe
cucTtembl: Hanpumep, «Google» BblIAaCT NOAOOHBIN TOYHbBINM OTBET BbiWE Pa3/IMYHbIX CCbIJIOK Ha
passiMyHble CanTbl.

MHTepec K reHepaTMBHbLIM S$3bIKOBbIM MOAENSM (I/I reHepatTMBHbiIM BOMPOCHO-OTBETHbIM
cuctemMaM, B YaCTHOCTM) pe3KOo BO3pOC Mocsie NosBleHus 60nbWwKnx I'IpEﬂ,O6y‘-IEHHbIX Mozenemn

GPT-3 nu ChatGPTm, BMneyaTnsawwWmx CBOEN <«3pyanumen» Kn CnoCobHOCTbD K CJIOXHbIM
paccyxaeHunsam. [eHepaTuBHble BOMNPOCHO-OTBETHblE CUCTEMbI MO3BOJISAKT OTBe4dYaTb 6onee
pa3BepHyTOo Ha 60nee cnoxHble BOMNPOChLI. Tak, Ha BonNpoc «4To obwero y JlepMOHTOBa M
BbapoHa?» 3KCTpakTMBHas BOMPOCHO-OTBETHAs CUCTeEMa, CKOpee BCEero, He CMOXeT JaTb
OTBeT, eCn B NoAaHHbIX el MaTepuanax He npuBeaeHoO NoAobHOe cpaBHeHMe, B TO BpeMs Kak
mopenb ChatGPT (koTopyl B AAHHOM KOHTEKCTE MOXHO CYMTaTb FreHepaTMBHOW BOMPOCHO-
OTBETHOW CUCTEMOWN) AaeT pa3BepHYTbil OTBET Ha 3aJaHHbI Bomnpoc: «oba 6bunM nosTamu-
poMaHTMKaMun, wWMenu penytauuto 6yHTapeW, B KaKON-TO MOMEHT O6blIM M3rHaHHUKaMK,
M3BECTHbl CBOMM JIMPU3MOM M YMEHMEM NepenaTb KpacoTy U NPpUpoabl U T.4.%.

Ha Tekywunin MomeHT (Aekabpb 2023 r.) ChatGPT-3.5 (6ecnnaTtHas Bepcus ChatGPT) 6bina
obyyeHa Ha OrpoMHOM 4ucne o6WenOCTyNHbIX MaTepManoB, CyWecTBOBaBLWMWX B MuUpe Ao
aHBapsa 2022 roaa, No3TOMY OHW cnocobHbl oTBeyaTb Ha 60sbWOE KONMYEeCTBO BOMPOCOB MO
TEM MAW MHbIM OTPac/siM 3HaHWW W MO YMONYaHUIO HecnocobHbl OoTBeYyaTb Ha BOMPOCHI MO
cobbiTaM nocne sHeaps 2022 roga uam no TeM AaHHbIM, KOTOpble MM He NpeaoCTaBNSANINCD
ana obydyeHusi. TMpu 3TOM AOMNOSIHUTENIbHBIM CYLWECTBEHHbLIM MpeuMylwecTBoM 6blla  6bl
BO3MOXHOCTb MoAaTb [AaHHbIM MoAenaM Ha BXx04 CO6CTBeHHble AaHHble - 6yab TO Hekas
KoprnopaTMBHasa AOKyMeHTauus, GpUHAHCOBble OT4YeTbl WM HOBble Hay4dHble CcTaTbW — 4YTO6bI
MMETb BO3MOXHOCTb MNOJly4aTb OTBETbl U pacCyXAEHUA Ha UX OCHOBE.

OAHaKo y CTO/Ib MOLWHbLIX U MPUBEKATENbHbIX A3bIKOBbIX Moaenen, kak GPT-3 m ChatGPT,
CyuwiectsyeT OrpaHuU4eHue no YMcay TOKEHOB, KOTOpble MOryT 6biTb MoAaHbl UM Ha BXO4 — Tak,
Hanpumep, noasua moaenn GPT-3 text-davinci-003 uMeeT orpaHudyeHune B 4000 TOKEHOB Ha
BXon, T.e. okono 3000 cnoB Ha aHrAMmUckom sa3bike. Takum obpa3om, HanpaMyw nopaTb
A3blkoBbIM MozensM GPTI3 u ChatGPT Ha Bxoa 60/1blIOE KOJIMYECTBO AOKYMEHTOB WU
[DOKyMeHT 6onbworo pasMmepa (cogepxawuih 6onee 4000 TOKEHOB), 4YTOObI MONYYUTb OTBETHI
Ha BOMPOCbI MO HWMM, HEBO3MOXHO. [pyruM noaxonoMm sapnsetca foobyyeHue Mopenunm Ha
COBCTBEHHbLIX [AOMOJIHUTENbHBIX JAaHHbIX - 4YTO, OJAHAKO, He BcCcerga BO3MOXHO KaK C
TEXHUUYECKOW TOYKWN 3peHUs, Tak Kak TpebyeT 3HaUUTeNbHbIX BbIYUCAUTENbHbBIX PECYPCOB, TakK U
C OpraHuM3auMoOHHOM, MNOCKOJIbKY TpebyeT HanMuuss BbICOKOK/IACCHbLIX CMneuManncTtoB Mo
aHann3y AaHHbIX B WTaTe KOMNaHMU. TpeTbMM BO3MOXHbIM MOAXOAO0OM SABNAETCS CyMMapulauus
TEKCTOBbIX AaHHbIX TeM WAM WHbIM cnocobom o obvema MeHee 4000 TOKeHOB, OAHako,
O4YEeBWAHO, YTO 3HauYuTes lbHas 4YacTb MHDOpMaLMKM B TaKOM cnydae 6yaeTt notepsHa. Bo MHOrux
cnyyasax Hambonee npuBnekaTtenbHbIM cnocobom pelweHMa BOMpoca SABASETCS WMHAeKcauuns
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AOKYMEHTOB C Mnocneaylwmm MNOMCKOBbIM 3anpocoOM W reHepauuen oTBeTa, 4TO BO3MOXHO
BbIMOJIHUTb KaK MOJIHOCTbIO CaMOCTOATENIbHO, TaK M C WUCMNOJIb30BaHMEM MOMyASAPHbLIX Open
source (C OTKpPbITBIM UCXOAHbIM KoAOM) ¢dpeiMBopkoB Haystack, Llamalndex, o yem n nonget
peyb B AaHHOWN cTaTbe.

Ctout OTMETUTb, 4YTO WMUCCNeaoBaHUAM B obnacTu BOMNPOCHO-OTBETHbIX CUCTEM MNOCBALWEHO
MHOXECTBO I'Iy6J'IVIKaLI,VIl7I, oAHako B 60NAbWMHCTBE CBOEM OHW TMOCBSLEHBI 3KCTPAKTUBHbIM
BOMPOCHO-OTBETHbIM CUCTEMAM, MOCKOJIbKY AOCTAaTOYHO Ka4dYeCTBEHHbIE FreHepaTUBHbIE 6onbwune
S13bIKOBble MOZENW MOSABUIMCL Mo3Xe. M3 Hambonee cCBeXUX U peneBaHTHbIX HaAY4YHbIX

MaTepManoB, KacawWwWNMXca B TOM 4YUC/IE TeHEPATUBHbLIX BOMPOCHO-OTBETHbLIX CUCTEM, MOXHO

BblaennTb ctatbyn 1401 y avccepTaumio ], ABTOp BblWEYNOMAHYTON AnccepTaunm gaxe cosgan
otaenbHbin cepBuc (https://demo.caire.ust.hk/), paboTarowmnii Kak reHepaTMuBHass BOMPOCHO-
oTBeTHasa cuctemMa no 60AbWOMY KOJIMYeCTBY CcTaTe O KopoHasupyce. OpHako, oTaaBas
AO/KHOE aBTOPY BbIWEYNOMSHYTbIX AUccepTaunm n cepemuca, CTOUMT CKkasaTb, YTO B HacTosuee
BpeMs, B 4YacCTHOCTM, 3a CYET NOABUBLINXCA Yyxe nocne penumsa ChatGPT dpelimBopkos
Llamalndex, a TakXXe BO3MOXHOCTU ncnonb3oBaHusa dpenmeopka Haystack comectHo ¢ GPT-
3 ANA NOCTPOEHUs reHepaTUMBHOW BOMPOCHO-OTBETHOM CUCTEMbI, CO3A4aHME NMOAOBHON CUCTEMBI
CTaNo 3HauyuTesNbHO MNpolwe W AOCTynHee, a NOTOMYy cpaBHeHuMe DPEeNMBOPKOB M MUX HACTPOeEK
aKTyasbHO M nNpeacTaBfiseT 3HauYUTeNbHbIN NHTEpec.

2 PacwupeHune BO3MOXHOCTENW MpPUMEHeHUa  6onbwKMX  A3bIKOBbIX MOAeNen nyTtem
MCNONb30BaHMA MHAEKCALNN LOKYMEHTOB

OcHOBHbIM cnocob60oM MOCTpPOEHUSs BOMPOCHO-OTBETHbLIX CUCTEM $BASETCH WCMNOJSIb30BaHue
peTpuBepa AnsA onpeaeneHus Hawbonee peneBaHTHbIX 3anpocy 4acTeW TekCTa, a 3aTem
CMHTE3 oTBeTa M3 HaWAeHHbIX YacTeh TekCcTa C WCNONb30BaHMeM T.H. pugepa (4nsg
3KCTPAKTUBHOW BOMPOCHO-OTBETHOW CUCTEMbI) UK reHepaTopa (ANS reHepaTUBHOMW BOMPOCHO-
OTBETHOW CUCTEMBI).

Mpn aTtoM ansa 6onee apdHeKTMBHOro Noucka uenecoobpasHo npeaBapuUTENIbHO MPOBECTU T.H.
MHAEeKCauMlo AOoKyMeHTa unm Habopa AOKYMEHTOB, MO KOTOPbIM NpeanonaraeTcs nNpoM3BOAUTb
nouck. lMNoa wvHAeKcaumenm nogpasyMeBaeTCs BbISBJIEHME U COXpPaHEHWEe HeKoel KN4YeBOWn
MHbDOpMaLUMM O YacTAX AOKYMEHTOB, C MOMOLLb KOTOPOM B AasibHeWweM yaobHO onpeaenutb,

HaCKOJIbKO Ta MM MHAsa 4acTb TEKCTA COOTBETCTBYET MOUCKOBOMY 3anpocy (PUCYyHOK 1).

Query

©) Q)

— : Search for
relevant paris of

I thetest [ T® . ——
le | |
| | i .
Indexed documents | ! Retriever ™ Relevant | Reader / Generator
[ | :
i | Relevant parts - parts oithe ' __ _
of the text text + query

® ®

Answer
PVICYHOK 1: YFIDOLIJ.eHHaﬂ cxeMa pa60TbI BOHpOCHO-OTBeTHOVI CUCTEMBbI C MCNONb30BaHUEM
MHAEKCaUnun

B kauecTBe MpocToro npuMMepa MOXHO MPUBECTU UHAEKCALMUIO C UCMOJIb30BAHUEM KJHOYEBbIX
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C/I0B: ANS KaXAOMh 4YacTu TeKCTa COXPAHSIOTCS K/K4YeBble TEPMUHBLI, O KOTOPbIX MAET peyb, U
panee npu MNoOuCKOBOM 3anpoce 6yaeT BbINOJIHEHO COMOCTaBJ/ieHME TEPMMHOB 3anpoca w
COXpaHEeHHbIX KAKYEBbLIX CMIOB Y4acTKOB TeKcTa. Tak, Npu NOUCKe NO CTpaHuue «Buknnegun»,
nocesweHHon nopay bawnpoHy, npu nouckoBoM 3anpoce «B kakoM roay poawncs nopa
BalpoH?» NOo KAKYEBbIM C/IOBAM «pPOXAEHME», «pOoANTbCA» peTpuBepoM MoxeT 6biTb HanaeH
yyacTok TekcTa «[xopax NopaoH BanpoH poawunca 22 aHeapsa 1788 roga». M panee 3apada
puaepa 6yaeT 3aknaw4yaTtbCAd B M3BJIEYEHUM M3 HAWLEHHOro ydyacTka TekcTa Tpebyemon
MHdbopmMmaumm - T.e. «1788 roa» B AaHHOM ciyyae.

OueBMAHO, 4TO NOAO6HLIAN MpUMeEp MHAEKCAUUU C WUCMOJSIb30BaHUEM KJOUYEBbLIX C/I0OB XOTA M
HECNIOXEH, HO B TO X€& BPEeMS He CAUWKOM 3dpdeKTMBeH, NOCKOAbKY B AAHHOM ciy4dyae He
COBCEM $ACHO, Kakue cfioBa cuutaTh kNw4yeBbiMU. OaHUM n3 6onee npeanodYTUTENIbHbLIX B
6onbwmMHCTBE cny4vyaeB cnocoboB WHAEKCAUUM SBAAETCS WHAEKCaunms C WUCNONb30BaHUEM
cTatuctnyeckon mepbl TF-IDF, oTpaxatlwen Ba>XHOCTb C/l0Ba B KOpMyce, UAW Xe Bapuauuu

TF-IDF - anroputMa BM258. 3], Tak, npu wucnonb3osaHun TF-IDF B npuBeAeHHOM Bbllwe
BOMPOCE C/NIOBaM <«roAy», <«poauwncsa», «nopa», «bawpoH» aBToMaTuyeckum 6yaeT Ha3HauyeH
60NblIMIN BEC MpW MOMCKE, TaK KakK OHW BCTPEYAIOTCH pEeXe, UYEM C/oBa «B» U <«KAKOM>».
OaHako M B AaHHOM c/lyyae MMeeT MeCTO CYLWECTBEHHbIM HefoCTaTOK, CBA3aHHbIN C TeM, 4TO
AaHHble cnocobbl MrHOPUPYKT MNOPAAOK C/NIOB, KOHTEKCT, BO3MOXHOCTb 3aMeHbl CJl0Ba

CUHOHMUMaMWN U T.A4.

Cc VI306DETeHVIeM BEKTOPHbIX CEMAaHTUYECKNUX mMoAenen nosiBMaacb BO3MOXHOCTb nponssBoanTb
MHAEKCaUUK OOKYMeHTa, COOTHOCA Yy4dacCTKy TeKCTa onpegeneHHoe npeanctaBleHne B

BEKTOPHOM MNpOCTpaHCTBe, T.H. 3MbeaauHr [10, 11] OaHHbIi cnocob mHAekcauuu nossonseTr
onpepensaTb CMbIC/IOBOW KOHTEKCT, Npeogonesas TakuMm o6pa3oM HepoctaTkm cnocobos
MHAEeKCauMm C Mcnonb3oBaHMeM knw4yeBbiXx cnoB, TF-IDF n BM25. C nosBneHneMm 6onblumx
A3bIKOBbIX MoAenen, Taknx kak BERT, GPT wun ux Bapuauuin, nosBuiacb BO3MOXHOCTb
MOCTPOEHUS AOCTAaTOYHO TOUYHbIX 3M6eAAMHrOB B BEKTOPHOM npocTpaHcTBe 60nbwon
pa3MmepHocTM. B paboTte 6bln BbibpaH cnocob nocTtpoeHns amMb6eaAMHIOB C UCMONb30BaHUeEM

noasuaa mogenn GPT-3 - ada-002 ot Open Azl _ BXOAHOMY TEKCTy COnocCTaBnsieTcs
BEKTOp B NMPOCTPAHCTBE pa3MepHOCTbi 1536.

Takxe nomMuMmo Bbibopa ™MoaenuM p[Ns NOCTPOEHUSA UHAEeKCa MoXeT O6biTb BbibpaH cnocob
nocTpoeHuss uMHAeKca - Habop nocnegoBaTenbHbIXx 23M6eAAMHIOB, COOTBETCTBYHOLWMNX

nocnenoBaTenbHbIM 4YacTaM TekcTa (vector store indexlm) (pncyHok 2) wuaun  xe
mepapxmyeckasa ApeBOBMAHas CTPyKTypa uHAekca wuHAekcosB (tree index) (pucyHok 3),
3aknvarwWwasnca B nocaenosaTesibHOM BOCXOASAWEN CcyMMapuM3aumMmn yacTel TekcTa.
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uery_emibedding

similarity_top_k=2

Query

. Response Synthesis

PucyHok 2: MNMocnepoBaTenbHasa nHaekcauums

Query » Root Node

A
2 v

Parent Parent
Node1 Node2

N

Nodel Node2 Node3 Noded

N

Response Synthesis

PucyHok 3: Mepapxumueckaa nHaekcauma

Takxe B dpenmBopke Llamalndex BO3MOXHbI ABa pexwuMa reHepauum oTBeTa Ha 6ase
oTo6paHHbIX peneBaHTHbIX 4YacTel TeKCTa - WTepauMoOHHOe ynydweHue oTBeTa Ha bHase
KaXaon cneaylowen peneBaHTHOM 4YacTu TekcTa (pexum «create and refine») (pucyHok 4) u
mepapxmyeckasas CymMmapusauusa oTeeTa Ha 6a3e peneBaHTHbIX 4YacTel TekcTa (pexum «tree

summarize») (pucyHok 5).
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Intermediate
Respanse

Query Node1 Node?2 | T

¥

Final
Response

Create and Refine

PucyHok 4: NTepaunoHHoe yny4yleHune oTBeTa

Final
Response

Parent Parent
Answerl Answer2

——

Query

Z 2 2 >

Tree Summarize

PucyHok 5: Mepapxmyeckad cymmapusaumsa oTeeTa

CTouT OTMeTUTb, 4YTO BTOpPON MONynspHbIN GPEeNMBOPK ANS WHAEKCauuMn [OKYMEHTOB -
Haystack - He no3BonfieT HacToNbko rMb6KO BbIGUMpaTb CnNOCobbl MHAEKCAUMM W peEXUMbI
reHepauun oTseTa. ®PpermBopk Haystack no yMonyaHuWio uCnonb3yeT MNOCAeAOBaTENbHYIO
nHaekcauut. Oba dpenmBopka cnocobHbl obpabaTbiBaTe pas3fiMyHble OMNTUMU3UPOBAHHbIE

XpaHunuwa BeKTOPHbIX NpeAcTaBneHun, Takne kak Weaviate, Pinecone, FAISS u npowlelﬁk
15]

3 Pe3ynbTaTbl UCAbITaHUA BOﬂpOCHO-OTBETHOVI CUCTEMDI

Ona oueHkn kayecTtBa paboTbl OMMCAHHbIX Bbiwe cnocoboB 06paboTkM TEKCTOBbLIX AAHHbIX
aAoctatoyHo 6onbworo obvema 6bin BbIGpaH AOKYMeHT oT anpens 2022 roga - T.H. «benas
KHUra UCKYCCTBEHHOI0O UHTENNeKTa» oT KuTtarickon akagemum MHPDOPMaALMOHHO-
KOMMYHMKaLMOHHbIX TEXHONOrMM B nepesoje Ha QHINNNACKUN A3bIK
(https://cset.georgetown.edu/wp-content/uploads/t0442_AI_white_paper_2022_EN.pdf),
copgepxawas okono 12 TbicAa4y cnoB (4TO COCTaBAS€T OKONO 16 TbiCAYM TOKEHOB), 4TO
npuMepHo B 4 pa3a 6osibwe NuMMTa Ha 06paboTKy TEKCTOBLIX A@aHHbIX 3a OAWH pa3 TeKYyLeWn
Mopenbto GPT-3. [1ns [aHHOro AOKyMeHTa 6bln cOoCTaB/ieH BPYy4YHYH paTtaceT BOMPOCOB WU
oTBeTOB (OTBETbl YesloBeKa NMPUHMMANNCh 3a 3TaslOHHbIE).

Ona TecTMpoBaHuMsa ucnonb3oBanucb open-source dperimBopkn Haystack u Llamalndex,
MCXOAHbIN TEKCT AN pa3/IMYHbIX cueHapueB TecTupoBaHus 6bin pa3buT Ha vyacTn (T.H. YaHKWK)
no 20, 100, 200 n 1000 TokeHoB. Ana TOoro, 4tob6bl NpM AEeNeHUM UCXOAHOIrO TEKCTA Ha 4vacTtu
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notepsa uwHdopmaumm 6bl1a MUHUMANbHOW, UCNONbL30BANIOCb HANIOXEHMWE OAHOM 4YacTu TeKCTa
Ha coceaHWe 4yacCTu Ha 3 TOKeHa.

Takum O6p330M, NONTHbIE napaMeTpbl NCNbITaHNA BOHpOCHO-OTBeTHOVI CUCTEMDI C
MCNob30BaHMEM TeHepaTUBHbIX npe,u,o6yquHb|x A3 bIKOBbIX MOLI,eJ'IEI‘/'I cnepgywouwmne (Ta6ﬂVILl,a
1).

MapameTp 3Ha4yeHune

dpenmMBOpK Haystack; Llamalndex

Petpusep ada-002 (noaBwug ™Moapenu
GPT-3)

FeHepaTOp davinci-003 (noasupg

mozenun GPT-3)
CTpyKkTypa WHAEeKca | nocnegoBaTenbHan;

(Tonbko ANns | nepapxmyeckas
Llamalndex)

Pexunm CUHTe3a | create and refine; tree
otBeTa (TOoNbKO AN [ summarize
Llamalndex)

Pasmep yacTeli TekcTa | 20; 100; 200; 1000

TOKEHOB

HanoxeHune yacTtel | 3 TOKeHa

TEKCTa ApPYr Ha Apyra

MeTpuka Exact match

Tabnuua 1: MapaMeTpbl UCMBLITAHUSA BOMPOCHO-OTBETHOW CUCTEMbI

Mpu TectupoBaHuM BOMNpocHOlOTBETHOW CUCTEMbBI WM3MEPSNIOCH KOJIMYECTBO 3aTPayeHHbIX
TOKEHOB, KOTOpble HEO6XOoAWMbI ANS OLEHKM MOTEHUWasIbHbIX PacXOAOB Ha WCMONb30BaHue
mogenen OpenAl. lpu 3TOM, MOCKONbKY AN co3gaHus 3Mb6eAAWHIOB MNPUMEHANCS OYEeHb
Heaoporom Ansa wucnonb3oBaHusa noasua moaenn GPT-3 ada-002, 1o noacyeT TOKEHOB ANA
noctpoeHns »>smbepanHros He npoussoaumncsa. B paboTe yuuTbiBannCb TONBKO TOKEHBI,
3a/eNCTBOBaHHbIE MPW reHepauuMum oTBeTa C wucnonb3osBaHuem 6onee pgopororo noaswuaa
mopenun GPT-3 davinci-003.

CTOUT OTMETUTb, YTO MPWU UCNONb30BAHUN MEpPAPXUYECKON APEBOBUAHOW CTPYKTYpbl MHAEKCA
(pncyHok 3) Ha OTBEeTbl BONPOCHO-OTBETHOM cuUCTeMbl 6bI10 3aTpavyeHo 167510 TOKEHOB, 4TO
3HauuTenbHO 60/blle cpepHero pacxoja TOKEHOB Ha oTBeTbl 6€3 MCnonb3oBaHWUA LAHHOWN
MHOEKCHOW cTpykTypbl (okono 30000 TokeHoB). [lo3ToMy panee OT wepapxuyeckomn
MHAEeKCauMM nNpuWwioCb OTKasaTbCs, B PpaMKax J[AaHHOro uccaeaoBaHUss WMCNONb30oBanach
TONbKO MocniefoBaTesibHas UHAEKCauns.

B Tabnuue 2 npuBedeH npuMep oOTBeTa BOMPOCHO-OTBETHOW CUCTEMbI MNPWU  pPasfINYHbIX
HacTpolkax Ha OAMH W3 BOMPOCOB, 3aAaHHbIX MO BbIbpaHHOMY AOKYMeHTy: «By 2025, will
there be more data in the world - structured or unstructured - and by how many times?».

Homep MapaMeTpbl BONPOCHO- OTBeT BepHo /

mMoaenu OTBETHOW CUCTEMBI HEBEPHO
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1 OpenmBopk: Haystack

YaHk: 20 TOKeHOB

By 2025, there will
be 163ZB of data
in the world, with
unstructured data
accounting for the
majority of the
data, estimated to
be 80%-90%.

2 OpenmBopk: Haystack

YaHk: 100 TokeHOB

By 2025, there will
be more
unstructured data,
estimated to be
80%-90%, with
the global data
scale estimated to
be 163ZB.

3 ®perimBopk: Haystack

YaHk: 200 TOKeHOB

By 2025, the
global data scale
is estimated to
reach 163ZB, with
unstructured data
accounting for
80%-90%.

4 ®penmBopk: Haystack

YaHk: 1000 TokeHoOB

By 2025, the
global data scale
will reach 163ZB,
with unstructured
data accounting
for 80%-90%.

5 OperimBopk: Llamalndex

NHpekcaumnsa:
nocneposaTtenbHas

YaHk: 20 ToKkeHOB

Pexnm reHepaumm
oTBeTa: create and refine

By 2025, it is
likely that there
will be more
unstructured data
in the world,
potentially up to
five times more
than there is
today. This is due
to the fact that
unstructured data
currently accounts
for 80% of the
world's data, and
this percentage is
expected to
increase as more
data is generated.

HeT
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6 OpenmBopk: Llamalndex | By 2025, there will HeTt
likely be more
NHaekcauns: unstructured data
nocneposaTtenbHas in the world,
YaHk: 20 TokeHOB potentially up to
five times more
Pexum reHepauuu | than there is
oTBeTa: tree summarize today.
7 OpenmBopk: Llamalndex | By 2025, there will [a
be more
NHaekcaunsa: unstructured data
nocneposaTtenbHas in the world, by a
Yank: 100 TOKEHOB ratio of 80%-90%.
Pexxum reHepaumm
oTBeTa: create and refine
8 OpenmBopk: Llamalndex | By 2025, there will Oa
be more
NHAekcaums: unstructured data
nocrepoBaTtesibHas in the world, by a
YaHk: 100 TOKEHOB ratio of 80%-90%.
This means that
Pexum reHepauuu | there will be at
oTBeTa: tree summarize least 80% more
unstructured data
than structured
data in the world
by 2025.
9 OpenmBopk: Llamalndex | By 2025, there will Oa
be more
MHaekcaums: unstructured data
nocnepoBaTesibHas in the world, by a
YaHk: 200 TOKEHOB factor ~ of ~ 8-9
times.
Pexum reHepaumm
oTBeTa: create and refine
10 OperimBopk: Llamalndex | By 2025, there will Ja
be more
NHAekcauna: unstructured data
nocnepoBaTtesibHas in the world,
YaHk: 200 TokeHOB estimated to be
80%-90% of the
Pexnm reHepauuu | total data. This is
oTBeTa: tree summarize an increase of
approximately
163zZB, which is
approximately 163
times more data
than there is
currently.
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11 OpenmBopk: Llamalndex |It is difficult to HeTt

predict the amount
NHpexcauna: of data in the
nocrfegoBaTesibHas world by 2025,
YaHk: 1000 TOKeHOB However, it s

likely that the
Pexum reHepauun | amount of data
oTBeTa: create and refine | will increase

significantly, both
in terms of
structured and
unstructured data.
The growth of data
is expected to be
driven by the
increasing use of
artificial

intelligence and
machine learning

technologies, as
well as the
increasing

availability of data
sources.

12 OpenmBopk: Llamalndex | It is impossible to HeTt
predict by how

UHpekcauus: many times the
nocnefoBaTesibHas amount of data
YaHk: 1000 TOKeHOB will - increase by

2025, but it is
Pexnm reHepauunu | likely that there

oTBeTa: tree summarize will be more data
in the world - both

structured and
unstructured - by
2025.

Tabnuua 2: MNpumep oTBeTa BOMNPOCHO-OTBETHOW CUCTEMbI Ha Bomnpoc «By 2025, will there be
more data in the world - structured or unstructured - and by how many times?» npwu
pa3fInyHbIX HacTpolKkax

Ona BOMPOCHO-OTBETHOM CUCTEMbI MPWU Ppas3IMYHbIX HacTporkax wun3 Tabnuubl 2 6bina

onpeperneHa Aons NpaBuibHbIX 0TBETOB (pPUCYHOK 6) — MmeTpuka EM (Exact match) 116, 17],

M
E'Mzﬁ,
roe M — KONMYECTBO MNpaBU/bHbIX oTBeToB, N - obllee KOAMYeCcTBO BOMPOCOB B Habope

OaHHbIX 419 OLEHKMW.
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PucyHok 6: [dons npaBuibHbIX OTBETOB MNpPM pPas/IMYHbIX HaCTpOMKaX BOMPOCHO-OTBETHOM
cuctembl (CuHuM uBet - dpenMmBopk Haystack, opaHxeBblh - Llamalndex, oTcyTtcTBuME
WTPUXOBKKN — peXUM reHepaumm oteeTa «create and refine», WTpUXoBKa — peXuM reHepauum
oTBeTa «tree summarize»)

Takxe 6bl10 onpeaeneHO KOMYECTBO TOKEHOB, 3aTpPayvyeHHbIX MPW UCMONb30BaHWKM NoABWUAA
mopenun GPT-3 - davinci-003 - gnsa reHepauumn OTBETOB Ha BOMpPOCHI.

[ = 7
. B

b T & &
o ~ ~
A o o
(ol G“)@' ; G“:-@*
& & &P
5 "

PucyHok 7: KonuuyecTBO 3aTpayeHHbIX TOKEHOB OTBETOB MPWM pasfiMdHbIX HaCTpoKMKax
BOMPOCHO-OTBETHOM cucteMbl (CMHMI uBeT — dpenmBopk Haystack, opaHxeBbin — Llamalndex,
OTCYTCTBME LUITPUXOBKM — PEXUM reHepaumm oTteeTta «create and refine», WTpMXOBKa — pexum
reHepauumu otBeTa «tree summarize»)

Taknm o6pa3oM, Hambosbly TOYHOCTb OTBETOB MNPOAEMOHCTPUpPOBasa BOMPOCHO-OTBETHas
cucteMa, ucnonb3ylouwass open-source dpeliMBopk Haystack, npu kKonmMyecTBe TOKEHOB B
yaHke 100, 200, 1000 (ans Bcex Tpex cay4yaeB TOYHOCTb oamMHakoBasa u coctasnsaet 0.7). Mpwu
3TOM, Kak BWAMM K3 pUCYHKa 7, 4yeM 6ofblle TOKEHOB B 4YaHke, TeM 6o0/ble TpebyeTcs
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MCNONb30BaTb TOKEHOB MNpUW reHepauum oTBeTa — YTO JIOFMYHO, MOCKO/NIbKY reHepaTop co3aaeT
oTtBeT, obpabaTbiBass oTob6paHHbIE peTpMBEPOM YaHKMU, KOTOpble TeM H6osblie MO pa3Mepy, YeMm
6onbwe TokeHOB B YaHke. OAna dpeinmBopka Llamalndex pexuMmbl reHepauuMm oTBeTa «Create
and refine» n «tree summarize» gBNSAOTCS NPUMEPHO OANHAKOBbLIMU C TOUYKN 3PEHUS TOYHOCTU

nojlydaeMbliX OTBETOB, OAHAKO ANs pexuMma «tree summarize» Tpebyetcs 60/blle TOKEHOB.
4 3aknto4vyeHune

FeHepaTuBHble npepobydyeHHble A3blkOBble Moaenu (Takne kak ChatGPT) npoussenu
pesonwounto B obnactm obpaboTkm ecTecTBeHHOro sA3bika. OAHAKO WX CYLWECTBEHHbIM
orpaHuMyeHueM SABASETCA WX JIMMUT MO YWUCAY BXOAHbIX TOKEHOB, KOTOpPbIM MOXeT 6biTb
npeofoneH NyTeM UCNOMb30BaHUSA UHAEKCHbIX CTPYKTYP AaHHbIX. B paboTe 6b110 paccMoTpeHo
co3pgaHue BOMPOCHO-OTBETHOM CUCTEMbI C MUCMNOJSIb30OBAHWEM TFeHepaTUBHbIX NpeaobyyvyeHHbIX
S3bIKOBbIX MoJenein Ha 6a3e ABYX OCHOBHbIX open source ¢peiMBopkoB - Haystack wu
Llamalndex. Ha 6a3e gokyMmeHTa «benas KHWra MCKYCCTBEHHOrO WHTensekTa» oT Kutanckon
akageMmn MHPOPMaLMOHHO-KOMMYHUKaALMOHHBIX TEXHOMOrnn, 6bl1  cocTaBneH paTtaceT
BOMNPOCOB W OTBETOB ANA OUEeHKW KayecTBa paboTbl BOMPOCHO-OTBETHOW CUCTEMbI Mpw

pPa3nnYHbIX HACTpOMKax C UCNosb3oBaHmeM MmeTpukn Exact match.

B kauecTBe pe3ynbTaTtoOB MNpoBeAEHHOIo uUccnegoBaHuna MOXHO NpuMBECTM cCcleagyrowmne

NONTOXEHUA:

1. Ncnonb3oBaHWe nepapxmyeckon MHAeKCaunmM Ha TeKYLWMI MOMEHT Ype3Bbl4aliHO 3aTpaTHO C
TOYKW 3pEHUSA YMUCia MUCNosb3yeMblX TOKeHOB (okoso 160000 TokeHOB AN Mepapxmyeckon
mHaekcaumm npotmB 30000 TOKEHOB B CpeAHEM Ans nocnenoBaTeNbHOMW MHAEKCaUuK),
MOCKONbKY OTBET TreHepupyeTcs nNyTeM nocneposaTesibHOn o06paboTkn poaUTENbCKUX W
AOYepHUX y3/10B.

2 . O6bpabotka wuHdopmMaumm npum nomowm dpenmBopka Haystack npu nyywmx HacTpomnkax
Mo3BONAET TMOMY4YNTb HECKOSbKO 601blWyld TOYHOCTb OTBETOB, UYEM WCMOJib30BaHue
¢dperimBopka Llamalndex (0.7 npotus 0.67 nNpu Ayywnx HacTpomnkax).

3 . Ucnonb3oBaHne ¢penmMBopka Haystack 6onee WHBapuMaHTHO OTHOCUTENIbHO TOYHOCTMU
OTBETOB C TOYKM 3peHMsl KoNMYecTBa TOKEHOB B 4YaHKe - ANS KONMYeCTBa TOKEHOB B 4YaHKe
100, 200 » 1000 TouHOCTbL OTBEeTOB 6blNla oaMHaKoBa M coctaBuna 0.7.

4. B cpeaHem ucnonb3oBaHue dpeinmsopka Haystack 6onee 3aTpaTHO MO YMCAY TOKEHOB
(npumepHo B 4 pasa), yem dpenmBopka Llamalndex.

5. PexuMbl reHepaumm oTBeTa «create and refine» u «tree summarize» gna dpeliMmBopka
Llamalndex sBnsitoTcA NpMMEPHO OAMHAKOBLIMM C TOUKM 3peHMS TOUYHOCTM MoJSydYaeMblX

OTBETOB, OAHAKO ANA pexwuma «tree summarize» Tpe6yeTc9| 6o0Nblle TOKEHOB.

Takmm obpasom, npuMeHeHne open source dpenmBopka Haystack npum nyywmx HacTpomkax
nossonaseT nonydymts 6osiee TO4YHble OTBETbl MPU MNOCTPOEHMU KOPNOPaAaTUBHOW BOMPOCHO-
OTBETHOWM CUCTEMbI MO CpPpaBHEHUIO C open source ppenmBopkoM Llamalndex, ogHako TpebyeT
ncnosnb3oBaHMA B CpeaAHEM HECKOJ/IbKO 6611bLIJeFO YnClla TOKEHOB.

bubnunorpadpusn

1. Simmons R. F., Klein S., McConlogue K. Indexing and dependency logic for answering
English questions // American Documentation. — 1964. - T. 15. - N2. 3. - C. 196-204.

2. Luo M. et al. Choose your ga model wisely: A systematic study of generative and
extractive readers for question answering // arXiv preprint arXiv:2203.07522. - 2022.

202



10.25136/2409-8698.2023.12.69353 Litera, 2023 - 12

3.

10.

11.

12.

13.

14.

15.

16.

17.

Zhou C. et al. A comprehensive survey on pretrained foundation models: A history from
bert to chatgpt // arXiv preprint arXiv:2302.09419. - 2023.

. Lewis P. et al. Retrieval-augmented generation for knowledge-intensive nlp tasks

//Advances in Neural Information Processing Systems. - 2020. - T. 33. - C. 9459-9474.

. MacnwoxuH C. M. lnanoropas cmMcteMa Ha OCHOBE YCTHbIX pa3roBopoB C AOCTYNOM K

HeCTpYKTypupoBaHHoOW 6a3e 3HaHW // Hay4yHO-TEXHUYECKUN BECTHUK MHDOPMALUMOHHbIX

TEXHOMIOTUN, MEXAaHUKM M onTuKKN., — 2023. - T. 23. - N2. 1. - C. 88-95.

. EBceeB . A., bypues M. C. Ucnonb3oBaHue rpadoBbiX U TEKCTOBbLIX 6@3 3HaHUN B

AvanorosoM accucteHTe DREAM // Tpyabl MockoBCKOro M3NKO-TEXHNYECKOro
MHcTnTyTa. — 2022. - T. 14. - N°. 3 (55). - C. 21-33.

. Su D. Generative Long-form Question Answering: Relevance, Faithfulness and

Succinctness //arXiv preprint arXiv:2211.08386. - 2022.

. Kim M. Y. et al. Legal information retrieval and entailment based on bm25,

transformer and semantic thesaurus methods // The Review of Socionetwork
Strategies. - 2022. - T. 16. - N°. 1. - C. 157-174.

. Ke W. Alternatives to Classic BM25-IDF based on a New Information Theoretical

Framework //2022 IEEE International Conference on Big Data (Big Data). - IEEE, 2022.
- C. 36-44.

Rodriguez P. L., Spirling A. Word embeddings: What works, what doesn’t, and how to
tell the difference for applied research // The Journal of Politics. - 2022. - T. 84. - N°.
1. - C. 101-115.

Xepebuosa 0. A., Ymxnk A. B. CpaBHeHNe MoaeNell BEKTOPHOro npeacTtaBiieHus
TEeKCTOB B 3ajaye co3pgaHug yaTt-6ota // BecTtHMk HoBocMbupckoro rocyaapCcTBeHHOro
yHuBepcuteTta. Cepusa: JIMHFBUCTUKA U MEXKYNbTypHas KOMMyHuKauumsa. — 2020. - T. 18.
- N2. 3. - C. 16-34.

Digutsch J., Kosinski M. Overlap in meaning is a stronger predictor of semantic
activation in GPT-3 than in humans //Scientific Reports. - 2023. - T. 13. - N°. 1. - C.
5035.

Kamnis S. Generative pre-trained transformers (GPT) for surface engineering // Surface
and Coatings Technology. - 2023. - C. 129680.

Khadija M. A., Aziz A., Nurharjadmo W. Automating Information Retrieval from Faculty
Guidelines: Designing a PDF-Driven Chatbot powered by OpenAl ChatGPT // 2023
International Conference on Computer, Control, Informatics and its Applications
(IC3INA). - IEEE, 2023. - C. 394-399.

Johnson J., Douze M., Jégou H. Billion-scale similarity search with gpus // IEEE
Transactions on Big Data. - 2019. - T. 7. - N2. 3. - C. 535-547.

Rajpurkar P. et al. Squad: 100,000+ questions for machine comprehension of text //
arXiv preprint arXiv:1606.05250. - 2016.

Bai Y., Wang D. Z. More than reading comprehension: A survey on datasets and
metrics of textual question answering // arXiv preprint arXiv:2109.12264. - 2021.

Pe3ynbTaTbl Npoyeaypbl peeH3upoBaHUA CTaTbU

B c¢Bs3n Cc noautmkoun ABOKMHOrO CJ/1€M0ro peUEeH3NpoBaHNA JIMHHOCTb pPEeELEH3EHTa He
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KacaeTcs BoOMpoca MWCNONb30BAaHWA BOMPOCHO-OTBETHOW CUCTEMbl B paMKkax niaathopm
reHepaTuBHbIX npenobyyeHHbIX SA3bIKOBbIX mozenen. Kak oTMedyaeTca B  Hadane
nccnenoBaHusl, «BOMPOCHO-OTBETHbIE CUCTEMblI nosaBuauce B 1960-x rogax, n, Kak u apyrue
obnactm KOMMbITEPHOW JIMHIFBUCTUKW, C pPa3BUTUEM TEXHONOTMA MaAWWMHHOTO ob6y4yeHus B
nocneagHue roAbl npeTeprnenu CywecTBeHHble W3MeHeHWs. BonpoCHO-OTBEeTHble CUCTEMbI
6bIBalOT ABYX BUAOB — 3KCTPAKTMBHbIE U reHepaTUBHbIE. DKCTPAaKTMBHbIE BOMNPOCHO-OTBETHbIE
cucTteMbl B obueM cnydae B kKayecTBe OTBeTa BblAAIOT KOPOTKUIA OTBET Ha 3afaHHbIA BOMpoOC,
yacto B Buae uuTaTtel W3 MNoAaHHOro Ha Bxoa Habopa A[OKYMEHTOB», <«UHTEpec K
reHepaTMBHbLIM $3bIKOBbIM MoAenssM (M reHepaTUBHbLIM BOMNPOCHO-OTBETHbLIM CUCTEMaM, B
4aCTHOCTM) pe3Ko BO3pOC nocse noseaeHns 6onbwux npepobyyeHHbix Mopenen GPT-3 wu
ChatGPT [3], BRneyatTnswwmx CBOEN <«3IpyavuUMen» U  CNOCOBHOCTBIO K  C/IOXHbIM
paccyxaeHusam». CTaTba rpaMoTHO CTPYKTypupoBaHa, ee Hannm4yHoro obbemMa AOCTaTOYHO Ans
packpbiTms TeMbl, 0603Ha4YeHUss apryMmMeHTauumoHHoOW 6a3bl, MaHudecTaumm cyxpeHuin /[
BbIBOAOB / yMO3akntouYeHun. ABTop noapobHO paccMmaTpuBaeT BONMPOCHO-OTBETHbIM MeXaHU3M,
KOTOPbIA SIBNSIETCSH OCHOBHOW reHepaTuBHbIX NpeaobyyeHHbIX A3bIKOBbIX MOoAeNneln, Takmx Kak
ChatGPT, BboiBepsieT / cMcteMaTManpyeT OCHOBHOW 610K KPpUTUYECKNX UCTOYHMKOB, OUeHMBaeT
NMPOAYKTUBHOCTb YKa3aHHoOW dopmbl. CTunab paboTbl OpuMeHTMpPOBaH Ha COOGCTBEHHO Hay4HbIN
™nN; cTaTba AaunddepeHumpoBaHa Ha cCMbicnoBble 6n10kM, obuwasa aHanuTMyeckas Joruka
BbIpOBHEHA Ha MpPOTSAXEHUW BCero Tpyaa. MaTtepuan AOCTAaTOYHO MHMOPMATUBEH: KOCHOBHbIM
CcrnocoboM NOCTPOEHMS BOMPOCHO-OTBETHbIX CUCTEM SBNSeTCS MCMNONb30BaHWe peTpuBepa Ans
onpegeneHuss Hambonee peneBaHTHbIX 3aMpoCy 4YacTeW TekCTa, a 3aTeM CuUHTe3 oTBeTa M3
HaMAEHHbIX 4YacTel TeKkCcTa C WCNOSb30BaHWEM T.H. puaepa (AN 3KCTPAKTUBHOW BOMPOCHO-
OTBETHOM CUCTEMbI) WNM reHepaTopa (AN reHepaTUBHOW BOMPOCHO-OTBETHOW CUCTEMBI)».
LnTaTHbIM NnacT cONpoBOXAAaeTCd KOMMeHTapueM; cuymTato, 4To paboTta moxeT 6biTb nonesHa
npu ¢GOpPMUPOBaHUM HOBbIX WCCNefOBaHWIA CMEXHOW TeMaTU4YecKOW HanpaB/IeHHOCTH.
MpakTMyeckas cocTaBaslwWwas MaTepuasia 3ak4vyaeTca B TOM, 4YTO <«ANS TeCTUpOBaHuMA
MCnonb3oBanuCb open-source ¢penMBopkn Haystack u Llamalndex, ucxoaHbin TekcT Ans
pa3fINyHbIX CueHapueB TecTMpoBaHusa 6bin pa3zbuT Ha yactu (T.H. YyaHkm) no 20, 100, 200 wn
1000 TOoKeHOB. [Onsa TOro, 4to6bbl NpPM A[eNeHUM UCXOAHOro TeKkcTa Ha 4yacTu noTeps
mHdbopMmaumm 6blla MUHMMaANbHOM, WCMNOJb30BAJIOCb HaNOXEHWe OJHOM 4YacTu TeKCTa Ha
cocelHMe 4acTU Ha 3 TOKeHa», «NpuW TeCTMPOBaHWUM BOMNPOCHO OTBETHOM CUCTEMbI U3MEPANOCH
KONMYECTBO 3aTPaY€eHHbIX TOKEHOB, KOTOpble HeobXxoAWMbl AN OLEHKM MOTEHUMaNbHbIX
pacxoAoB Ha wucnonb3osBaHue mopaenen OpenAl. lMpu 3TOM, NOCKONbKY ANS CO34aHUSA
ambepanHIroB NPpUMEHANCS OYeHb HeA4OPOron AN Mcnonb3oBaHusa noasua mogenn GPT-3 ada-
002, TO noacyeT TOKEHOB AnA NoCTpoeHus smbepamHros He npoussoauncsa. B pabore
Y4YMTbIBANINCb TONIbKO TOKEHbl, 3a4eNCTBOBaHHbIE MpW reHepauunm oTBeTa C MUCMNOSb30BaHUEM
6onee gopororo noasmaa mogenn GPT-3 davinci-003». [TonyyeHHble B XO0A€ aHann3a AaHHble
CTPYKTYpupoBaHbl B TabnnyHbln BUA, cBeAeHue AaHHbIX B eAuHbIn 610Kk onpasaaHo. CtaHaapT
odopMneHns BbigepxaH, Heobxoammble MoMeTbl caenaHbl: Hanpumep, «PucyHok 6: [ons
NpaBW/ibHbIX OTBETOB MPW Pa3/IMUYHbIX HACTPONKaX BOMNPOCHO-OTBETHOMW CUCTEMbI (CMHUIA LBeT —
dperimBopk Haystack, opaHxeBbii — Llamalndex, oTCyTCTBME WTPUXOBKN — PEXMUM FeHepauum
oTBeTa «create and refine», WTpMXOBKa — peXwuM reHepauumm oTBeTa «tree summarize»)» un
T.4. Wtorm paboTbl cBepeHbl K creayllWeMy: <«reHepaTuBHble NpenobyyvyeHHble S3bIKOBbIE
moaenun (Takume kak ChatGPT) npousBenu peBonwounto B o6n1actm o6paboTkKm ecTeCTBEHHOMO
a3blka. OQHAKO WX CYWEeCTBEHHbIM OrpaHMYeHMeM SBASETCS UX JIMMUT MO 4YUCAY BXOAHbIX
TOKEHOB, KOTOPbIn MOXeT ObiTb MNpeofosieH MNyTEM WCMONb30BaHUSA WHAEKCHbIX CTPYKTYp
AaHHbIX. B pabote 6bIIO  paccCMOTPEHO CcO34aHWe BOMPOCHO-OTBETHOWM CUCTeMbl C
MCNONIb30BaHMEM reHepaTUBHbIX NpeAobyyeHHbIX 3bIKOBbIX MoAenen Ha 6a3e ABYX OCHOBHbIX
open source ¢gpenmBopkoB - Haystack u Llamalndex. Ha 6a3e pokymeHTa «benas kHura
WCKYCCTBEHHOro WHTennekta» oT Kutanckon akagemMum UHOOPMaLMOHHO-KOMMYHUKALMOHHbIX
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TexHonorun, 6bI1 cocTaBfieH gaTaceT BOMPOCOB W OTBETOB AN OLEHKM KadectBa paboTbl
BOMPOCHO-OTBETHOM CUCTEMbI MPU pa3/INYHbIX HAaCTpOMKaX C UCMOsb3oBaHNWeM MeTpukmn Exact
match...», «npumeHeHMe open source ¢dperiMBopka Haystack npu nydwux HacTporkax
nossonset nonyuyute 6osee TO4YHble OTBETbl MPWU MOCTPOEHWU KOPMNOPaTUBHOW BOMPOCHO-
OTBETHOWM CUCTEMbI MO CpaBHEHUIO C open source ¢ppermBopkoM Llamalndex, ogHako TpebyeT
MCMONIb30BaHMA B CpedHEM HECKO/IbKO 60/bluero 4yucra ToKeHOoB». CMMCOK MCTOUYHMKOB
OTpaxeH B OCHOBHOM TekcTe, @opMaT OTCbINIkM YyuyTeH. CuwuTtato, 4yTto pabota wumeer
MOJIHOBECHbLIN BMA, TemMa WcciefOBaHWUS packpbita, MaTepuan MoxeT OblTb noneseH
3aMHTEPECOBaHHbIM YNTaTeENAM / nuccnepgoeaTtensaM ykazaHHon npobnembl. PekomeHayo cTaTbio
«AcnekTbl CO3A4aHMS KOPNOpPaTUBHOW BOMPOCHO-OTBETHOMW CWUCTEMbI C WCMONb30BaHWeM
reHepaTMBHbIX NpeaobyyeHHbIX SA3bIKOBbIX MOAenen» K OTKpbITOM Nybnamkaumm B Hay4yHOM

XypHane «Litera» U «Nota Bene».
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