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LIOOEP

[laTta HanpaBJiIeHUsl CTaTbU B pelaKLUMUIo:

16-01-2025

AHHOTauua: CTpeMuTenbHOE pa3BUTUE TrEHEepPaTUBHOIO0 MUCKYCCTBEHHOrO WHTENAeKTa
No3BOIMAO 4enoBe4vyecTBY CTaTb CBUAETENIEM 3HAUYUTENbHbIX W3MEHEHUN B TeXHONOormu
WCKYCCTBEHHOIr0 WHTE/IIeKTa C TOYKWM 3pEeHUss BO3MOXHOCTEM M (YHKUMOHANbLHOCTU, a €ro
MOLWHasa CnocobHOCTb K caMoobydyeHUo, CaAaMOKOHTPOJIIO M 3BOJIIOUMM MNOCTEMEHHO OTKpblIa
HOBYI 3py 0606LEHHOr0 NCKYCCTBEHHOIO MHTes/ieKkTa. B TO xe BpeMs 3TO TakXe ykKa3biBaeT
Ha TO, 4YTO AW BCTYnAT B 60Jlee C/OXHYI U PUCKOBaAHHYK WHTENSIeKTyallbHYl0 CUCTEMY.
MocTeneHHOE U WMPOKOEe NMpUMEeHeHne reHepatMBHOro MM B OCHOBHbIX MeAMaKOMMYHUKaLUAX
OTKpblBaeT nepen Meanacdeponn 6onbliMe BO3MOXHOCTU AN pa3BUTUS, C OAHOW CTOPOHbLI, U
pUCKOBaHHble 3ajaynM - Cc Aapyron. [llpeamMeToM [aHHOroO MWCCneaoBaHusa sBAsieTCs
reHepaTMBHbLIAN WCKYCCTBEHHbIM WHTennekrt. O6beKTOM uccnepoBaHus saBAsgeTca rnybokumn
aHann3 pPUCKOB W TpPaeKTOpPWN yMpaBleHUs reHepaTUBHbIM WUCKYCCTBEHHbIM WHTENIJIEKTOM B
OCHOBHbIX CpeAcCTBaX MacCOBOW KOMMYyHMKauuum. B gaHHOM wuccnegoBaHuUM MpuMeHsanachb
KOMMNJEeKCHas MeToAo/iIornsa, NoCTpoeHHas Ha MeToAe nMTepaTypHOro aHasnausa, HabnoaeHus a
TakXXe MeToZe NMPOrHO3MPOBAHUS U COMOCTaB/IEHUSA AaHHbIX. HayyHas HOBM3HA nccnenoBaHus
3akn4yaeTca B TOM, YTO aBTOpaMu NMPOBOAUTCH aHa/iM3 PUCKOB, CBSA3@aHHbIX C FreHepaTUBHbIM
MN B OCHOBHbLIX CcpeacTBax MaccCoBOWM MHMOpMauUMM, @ WMMEHHO: KOH(MUAEHUMANbHOCTU W
6e30MacHOCTM paHHbIX, pUCKA MaHUNyIMpoBaHMSA 06WeCTBEHHbIM MHEHWEM C MNOMOLbIO
NOXHOW uHpopmauum u npobnembl gosepuss HaceneHumsa Kk CMW. AsBTopamu wuccneposaHus
npeanaraeTca nyTb YNpaB/ieHUS pPUCKaMU C TOUYKW 3pEeHUs MOMTUYECKOTro pPYKOBOACTBA,
peryivpoBaHuss M TEXHONOrun, rnobanbHOro COTPyAHWMYECTBA M MNOBbLIWEHUS TPaMOTHOCTH,
crnocobcTBYyOWMIM 6e30MacHOMY, HaAEXHOMY W 340pPOBOMY pa3BUTUIO reHepatuBHoro UWN B
OCHOBHbIX CpeacTBax MaccoBOoW WHopMauumn. Tlockonbky TexHonormm WKW  nocTtosiHHO
TpaHChOPMUPYIOTCS, AaHHOE uccnefoBaHWe [OBOJIbHO MEPCMNEKTUBHO M BHOCWUT Hay4HbIA
BKnaa B 06Uyl aHalIUTUKY U Nyn nccnenoBaHWN, CBsi3aHHbIX C NpuMeHeHuneMm MU B obnactu

mMeaua, pUckaMum, onacHOCTbO M 3TUYECKMMU BOMPOCaMMU.

KnrouesBble cnoBa:

reHepaTUBHbINA, NCKYCCTBEHHbIN MHTENNEeKT, Meana, Ae3nHdopMauns, TEXHOOMTMYECKUN,

AoBepwue, passunutune, B3auMMonencTesume, YenoBek, KOMMYHUWKaUna

Scientific and technological development has increasingly become an important reference
dimension for evaluating the competitive ability between countries, and the leapfrog
breakout and advanced development of generative artificial intelligence represented by
ChatGPT, Sora, etc. has once again highlighted the enormous development potential
brought about by scientific and technological innovation. At the same time, it also
highlights the urgency and importance of accelerating the standardized governance of
generative AI. The intelligent service experience brought about by the advantages of
generative artificial intelligence in human-computer interaction and human-computer
collaboration not only improves social productivity and social intelligence, but also gradually
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becomes an important technology driving force that pushes human society forward. In the
field of media, the development and application of generative artificial intelligence has
promoted a huge change in the production and communication of mainstream media
content. As a new type of knowledge-generating medium, it is accelerating the rewriting of
the content production and communication pattern in the media field. However, at the same
time, the leapfrog progressive development and broad-spectrum application of generative Al
have also extended the AI risk governance boundary and governance complexity. Therefore,
based on the existing research results of generative AI in the media field, this paper
attempts to systematically analyze and study the risks of generative AI in mainstream
media communication, and puts forward the governance path to cope with the risks.

1. Origins: A Review of Generative Artificial Intelligence Research in the Media Field

Artificial intelligence is an interdisciplinary and comprehensive concept, which was initially
proposed at an academic conference held at Dartmouth College in the United States in
1956, mainly referring to the creation of intelligent machines or programs. Since the birth
and rapid development of artificial intelligence to date, artificial intelligence technology has
experienced three waves, based on the nature of the technology has gradually shifted from

“logical reasoning” to “knowledge engineering” and “machine learning” [, p. 26-30, 155] Apg
supported by a variety of digital technologies such as arithmetic power, algorithms and big
data together, the new generation of artificial intelligence is driving human society into the

fourth industrial revolution [2-P-139-1591 \yith the leaping and iterative development of Al
technology, generative AI represented by ChatGPT, Sora, etc. has ushered in a leaping
progression since 2022, inspiring profound social changes in various fields with the support

of the three key technologies of pre-training, large modeling, and generative [3.p. 81-90] g4
that people have witnessed a huge leap in Al technology in terms of fidelity and functional

dimensions, and the initial prototype of generalized A1 [4.D. 147-160]  7¢g powerful self-
learning, self-supervision and evolution capabilities have gradually opened up a new era of
general artificial intelligence. This signals that mankind will enter a more complex and risky
intelligent system.

With the rapid iterative development of a variety of digital technologies, generative
artificial intelligence is gradually embedded in the field of media communication, greatly
enhancing the efficiency of content production and communication. The content production
mode of the media is gradually changing from professional content production, user content
production to artificial intelligence production. Generative artificial intelligence is
accelerating the transformation and upgrading of digitization and intelligence in the media
field. Back in 2015, Tencent Finance released writing robots such as Dreamwriter that
caused a stir in the industry. However, this only improved content productivity to an
incremental degree, and did not play an essential and revolutionary change. The iterative
development of generative artificial intelligence breaks through the inherent tool attributes
of technology, and the active exploration and application in the media field, content
production and communication driven by generative artificial intelligence development has

gradually become the norm and mainstream [5. p. 29-35] The development of generative
artificial intelligence has realized the leap to the subject attribute, changed the traditional
pattern of communication subject, and realized the change from “human” to “human” and
“machine” coexistence [6.P-62:69.1

Fundamentally, the rapid iterative development of generative AI technology further
promotes the intelligent development trend of media communication, triggering disruptive
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changes in the mainstream media communication landscape. The widespread application of
generative AI in the media field, represented by Chat GPT, has become an important
milestone in the intelligent upgrading of media. Relying on its powerful comprehension
ability, it has demonstrated significant advantages in text creation, video image generation

and other aspects [7.p. 32-36] On the one hand, it fits the current intelligent development
trend of information communication. On the other hand there are many risks associated
with the widespread application of generative artificial intelligence, such as the risk of data
privacy and security, and the risk of authenticity and accuracy caused by false information.
Overall, scholars generally hold two attitudes towards the application of generative artificial
37-40, 59.]

intelligence in the media field [8. p. . One attitude is that generative AI is a super
tool that will bring about profound changes to the order of communication, media ecology
and so on. Another attitude is that it is only an auxiliary tool in the field of media

communication and will not change the basic operating principles of the media industry.

In summary, it can be seen that the powerful functional characteristics of generative
artificial intelligence are widely used in the media field, which improves the efficiency of
content production and communication and enhances the user's intelligent service
experience. At the same time, it also brings a lot of risks and challenges, further
aggravating the hidden and diversified nature of risk prevention. Therefore, it is necessary
for the national government, media platforms, individual users and other multiple subjects
to participate in governance.

2. Challenges: Risks of Generative Artificial Intelligence in Mainstream Media
Communication

The rapid iterative development of generative artificial intelligence and its wide application
in mainstream media communication have injected new variables into the ecology of
communication and public opinion. It not only expands the breadth and depth of the
application field, but also extends the AI risk governance boundary and governance
complexity. Therefore, this part will specifically analyze the possible risk issues brought by
generative Al in mainstream media communication from the perspectives of data privacy
and security risk, the risk of manipulating public opinion with false information, and the
challenge of media trust.

2.1 Data Privacy Security Risks

Ian Ayres has mentioned that “big data analytics reduces the space for effective privacy,
and people increasingly live in a world where they can't hide who they are, what they've

done and what they'll do Bl 1n the development of generative AI, data is the basis of its
operation, an important resource for the development of AI, and to a certain extent, it is

also seen as the core of intelligent communication 110, p. 42- 561l 1p the process of
mainstream media communication, the user's application of generative artificial intelligence
has data privacy security risks in the process of data collection, storage and transmission.
For example, when users are acquiring information through intelligent software, the
application system often requests access to the user's personal privacy data permissions,
and in this process, if personal information is excessively collected or collected in an
opaque manner, the user's data privacy will be leaked and other security risks. Meanwhile,
in the process of human-computer interaction, when the user and the generative AI carry
out human-computer interaction questions and answers, the user needs to give up part of
the personal data information in order to obtain the "“private customized” intelligent
services. After obtaining the relevant data, the generative AI generates a user profile
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through data aggregation and analysis, thus obtaining a high-quality human-computer
interaction experience. Of course, in the early stage of the use of generative AI, most users
will use it cautiously due to data security considerations, but in the process of human-
computer interaction, generative AI can still obtain various types of data such as the user's
linguistic style characteristics, personal data information, current focus, and even identity in
the process of information exchange. According to the data in the “"Data Leakage Risk
Landscape Report for the First Half of 2024”, the number of data leakage incidents across
the network reached 16,011 in the first half of 2024 alone, an increase of 59.58% compared
to the data in the second half of 2023. This growth data also shows that data privacy
security risk is an issue that requires urgent attention and increased vigilance.

2.2 Risk of Manipulation of Public Opinion through Disinformation

The embedding of generative AI in mainstream media has improved the efficiency of
content production and communication and enhanced the user experience to a certain
extent, but at the same time, it also provides a natural breeding ground for the breeding
and proliferation of false information. In particular, the application of cutting-edge
technologies represented by deep fake makes the content forms of generated
disinformation more diverse and more difficult to recognize. Disinformation is usually
referred to by the concept of “"Disinformation”, which refers to information that contains
»[11, p.74-81, 961,

false or misleading content. The expressions “information fog “misleading

information” [22.P- 1-101 3nd “misinformation” [23.P- 102-113] \yere then derived. The purpose

of communicating disinformation is to mislead the public through misinformation in order to
achieve a certain goal. From the perspective of technology application, the development of
generative artificial intelligence has further lowered the threshold of false information
production and communication, and a large amount of false information has appeared in the
media communication field showing the phenomenon of “information fog”. At the end of
2023, the U.S. research organization released a report showing that fake news sites created

using AI agents surged from 49 to more than 600 in seven months 14l While the
application of artificial intelligence is increasing the efficiency of content production, it is
also accelerating to become a communicator of false information and misinformation.

Deep fakes are alternative digital representations that have been processed or generated

by artificial intelligence so as to be seen as real faked images and audio and video [s],
With the rapid development of artificial intelligence technology, the multimodal function
expansion of Deep Fake Technology not only makes false information more confusing and
difficult to distinguish between true and false, but also makes it become a “weapon” to
manipulate public opinion through the creation of false information. For example, some
external forces may use Deep Fake Technology to generate false information or
discriminatory information, and accelerate its communication to the field of public opinion,
so as to realize the manipulation of the public opinion field and influence the direction of
public opinion. Once these confusing and false information is accepted by the public, it is
very likely to affect the value judgment and cognitive position of the public towards the
country, society and events. Therefore, in mainstream media communication, we should be
alert to the risk of manipulating public opinion by generating false information using Deep
Fake Technology.

2.3 Media Trust Challenges

Media trust is the degree of public confidence in media organizations and the information
they provide. This relationship of trust is based on the authenticity, reliability and accuracy
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of media organizations 116, p. 29-311 For mainstream media, especially in the process of
rapid development of generative artificial intelligence and its wide application in
mainstream media communication, the correlation between the public's trust in the media
and the authenticity and reliability of the communication content is more obvious. In terms
of authenticity, authenticity is the life of news, and the influence of generative AI to
generate the authenticity of communication content is manifested on the one hand in the
authenticity and reliability of the training data. The enhancement of characteristics such as
intelligence and humanization of generative Al needs to be realized through data training,
and most of the training data come from open source data, automated data collection and
public data. To a certain extent, these training data contain false information, misleading
and biased contents. In the process of human-computer interaction and automated
generation, it is possible to produce “artificial intelligence illusion”, generating some
seemingly reasonable but inaccurate content, affecting the public's overall perception of the
communication content, thus reducing the public's trust in the communication content of the
mainstream media. On the other hand, it is manifested in the timeliness of the data. The
content generated by generative Al automation is largely based on the static database
contacted during data training, which cannot be updated or provide the latest news reports
in a timely manner. This means that the content generated by mainstream media through
generative AI may have a certain lag. This will, to a certain extent, affect the authenticity
and accuracy of the communication content, which in turn affects the public's trust in the
media. Therefore, for content that needs to be reported and communicated in a timely
manner, it is also necessary to ensure the timeliness of the communicated content through
real-time data collection by media editors. In summary, it can be seen that for the possible
risks of authenticity and accuracy that may exist in the communication of generative Al in
the mainstream media and affect the public's trust in the media, it is necessary to
strengthen the fact checking, reduce the interference of misleading or biased information to
the public, and build a trustworthy cognitive space for the public with authentic and timely
communication content.

3. Governance: Paths to Generative AI Risk Governance in Mainstream Media
Communication

With the rapid iterative development of generative AI technology and its gradual use in
mainstream media communication, strengthening AI governance has become a general
consensus in society. The state, media organizations, operation platforms, and the public
play important roles in risk governance, so it is important to give full play to the initiative
and mobility of each subject in risk governance, and to jointly promote the safe, reliable,
and healthy and good development of generative AI in mainstream media communication
from the levels of policy leadership, regulation and technology, global collaboration, and
literacy enhancement.

3.1 Policy Leadership: Constructing and Standardizing the Direction of Governance and
Strengthening Self-regulation in the Media Industry

From the perspective of risk governance, governments are primarily responsible for
addressing the risks of generative AI, playing an important role as supervisors and risk
prevention and governance. At the level of government policy leadership, more and more
countries in the world are rapidly moving from watching and not knowing what to do about
generative AI to introducing policies to lead the construction and standardization of
governance. For example, in June 2023, the EU Parliament passed the Artificial Intelligence
Bill, and the latest draft added provisions specifically regulating the safety risks of
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generative Al 07 i1n July 2023, the Canadian Center for Cyber Security (CCCS) released a
guide, Generative AI, which details possible security risks such as data privacy, algorithmic

bias, and disinformation associated with the use of generative AT [18.P.48-33]1 1 November
2022, China adopted the Administrative Provisions on Deep Synthesis of Internet

Information Services to regulate the risk of generative AI content more comprehensivelyll—gl-

p. 147-160] 1p July 2023 China issued the Interim Measures for the Administration of
Generative Artificial Intelligence Services to regulate the provision and use of generative Al
services. From this, it can be seen that countries around the world are enhancing their risk
assessment and control capabilities and standardizing the direction of generative Al
governance through policy leadership. At the level of the media industry, as generative Al
becomes more widely embedded in mainstream media communication, the media industry
should continue to improve its internal self-regulatory mechanism, clarify the media
industry's code of conduct when using generative AI technology, and encourage media
organizations to clarify the role of AI technology in the entire process of content production

and communication [20.P-29-311 Actively exploring the enhancement of fact-checking
capabilities through generative artificial intelligence technology to improve the authenticity
and accuracy of communication content.

3.2 Regulations and Technology: Improving Legal Norms and Data Management
Processes

Legal regulation and technical statute are important links to prevent the risk of generative
artificial intelligence in the field of media communication. Currently, generative artificial
intelligence is still in the early stage of development, and as its application field in
mainstream media communication gradually expands, timely and moderate legal norms and
technical regulations are needed to promote the safe and healthy development of
generative artificial intelligence on a safe track. First, improve the legal norms and update
the concept of regulatory governance. The Interim Measures propose that the governance of
generative AI should uphold the concepts of inclusive, prudent, and classified and graded
regulation. Inclusive and prudent and classification and grading supervision has gradually
become a new regulatory model recognized and accepted in the new industry because it is
more in line with the regulatory thinking in the new economic form. As a rapidly developing
new field and new form, this new regulatory model can minimize the interference of the
emerging industry and maximize the regulatory benefits, and guide and regulate the safe
and healthy development of generative artificial intelligence in the media field. For
example, establish a perfect data classification and grading supervision mechanism, screen
training data from the data source, improve the quality of training data and help release the
value, and ensure the accuracy and objectivity of the output content in human-computer
interaction and content generation. At the same time, we fulfill the obligation to protect the
information and interaction records entered in human-computer interaction, so as to
effectively and efficiently protect the security of personal data. Second, with the concept of
good intelligence as the lead, the data management process is sound. With the iterative
development of generative artificial intelligence, although the accuracy and richness of
autonomous learning and generated content can be improved through massive data
training, the continuous iteration of algorithmic technology has also led to more complexity
in the hidden layer of technology. Therefore, the concept of good wisdom of good
technology and good governance should be embedded in algorithmic technology to regulate
the development of technology. On the one hand, internally, algorithmic supervision
technology should be strengthened in the development of generative Al to realize effective
internal code governance. On the other hand, a third party should be introduced to
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supervise the development and application of algorithms and establish a user feedback

system to realize effective external supervision 121, p. 21-30] 1p this way, we can realize the
reduction of risks that may be caused by algorithms and other technologies from the inside
out and led by the concept of Good Intelligence.

3.3 Global Collaboration: Strengthening Dialogue and Establishing Cooperation to
Improve Global Artificial Intelligence Governance

The Global Initiative on Artificial Intelligence Governance calls on countries to strengthen
information exchange and technical cooperation and to jointly address the risks posed by
the rapid development of science and technology. The current world situation is evolving at
an accelerated pace, and countries are clearly in competition and wariness of each other in
terms of exploring exchanges and cooperation in the development and governance of
artificial intelligence. And the risks posed by the iterative development of generative AI can
no longer be faced and solved by any one country alone. As a global challenge, it requires
the international community to strengthen cooperation and synergize to deal with it in
terms of technological innovation, data resource construction and risk prevention. Therefore,
strengthening communication and technical cooperation between countries around the
world, accelerating the establishment of transnational communication and cooperation
mechanisms, and improving global AI governance have become the way to deal with the
security risks and challenges of generative AI. First, formulate international standards and
safety norms. Countries should formulate standards and norms on aspects triggered by
generative AI, such as data privacy and security protection, algorithm transparency, security
ethics and morality, to ensure its safe and controllable development. Second, the media of
various countries should strengthen dialogues and exchanges, establish a sense of sharing
and co-construction, and build a transnational cooperation mechanism. Share experiences in
technology research and development, data analysis, talent cultivation, etc., and exchange
the latest developments and latest achievements. Promote the safe development of
generative Al in the media field in the cohesion of consensus. Third, improve global AI
governance. In the face of the risks brought about by the rapid iterative development of
technology, mankind is in the same boat and shares the same fate. Therefore, perfecting
global AI governance is precisely providing possibilities for solving the transnational

governance problems lurking behind the iterative development of generative A1l22. D. 147-

1601 Based on this, from the perspective of global collaboration, we should actively carry
out international cooperation and global action, uphold the spirit of security cooperation of
“common, safe, cooperative and sustainable”, improve the governance of AI, and promote
the safe, reliable and healthy development of generative Al in various fields such as
mainstream media.

3.4 Literacy Enhancement: Strengthening Intelligent Cognition and Improving People's
Digital Literacy

Paul Gilster, the founder of digital literacy theory, explains digital literacy as being the

ability to understand and use polymorphic information available through the Internet [231
Digital literacy is a combination of qualities and abilities such as information acquisition,

interaction and sharing, ethics and morality in learning practices [24] with the intelligent
iteration of generative AI and its increasingly widespread application in mainstream media
communication, intelligence is gradually becoming a new way of being characterized in the
daily life of the people. This intelligent mimetic environment requires the public to improve
their cognitive ability in terms of the information they receive. Therefore, improving people's
digital literacy has become a key link and an inevitable trend to adapt to the evolution of
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the times and prevent risks. On the one hand, it is important to improve people's
awareness of the application of intelligent products. The application of generative Al in
mainstream media communication has improved the intelligent experience of the public,
while the public knows little about the application of generative Al represented by ChatGPT.
In the future, as the application of AI in mainstream media communication becomes more
extensive and the experience more intelligent, it is more necessary for the public to have a
more comprehensive understanding and knowledge of it. And to look at the intelligent
change of mainstream media with a more open mind, to better adapt to the intelligent

environment in the era of intelligent media [25. p. 65-72] On the other hand, it is important
to enhance security guidance and digital literacy. In the face of the new digital divide and
“digital leviathan” brought about by generative AI, we should enhance the people's ability
to recognize and identify false information, public opinion manipulation and other contents
and behaviors, cultivate the ability to correctly obtain and judge information, as well as the
awareness of ethical and social responsibility, develop higher-order thinking, and improve
people's digital literacy.

4. Conclusion

“"The Smart Age is an era of development driven by the convergence of multiple digital

technologies such as big data and artificial intelligence [26, p. 14-191» W ith the emergence
and rapid development of generative artificial intelligence, the concept of security has been
continuously extended and expanded, and the concept of security is more and more based
on cutting-edge technology and its prospective consideration, bringing a deeper level of

change and reconstruction [27, p. 106-116] Along with the leap-forward development of
generative Al and its broad-spectrum application in mainstream media communication,
human beings are also witnessing the profound transformation of AI technology in terms of
high intelligence, deep interactivity, etc., and seeing broader and more realistic intelligent
application scenarios, as well as driving the development of human social life in the
direction of greater intelligence and personalization. Generative AI with powerful human-
computer interaction, human-computer collaboration and other capabilities gradually opened
a new era of general artificial intelligence. At the same time, the rapid iterative
development of generative Al also indicates that human beings are gradually entering a
high-risk society operated by an intelligent system that is more complex and full of security
risks. Therefore, in the face of the leapfrog iterative development of generative AI, we
should not only see the new kinetic energy it provides for mainstream media
communication, but also provide an integrated and comprehensive governance program for
the innovative development and ecological construction of generative AI under the guidance
of the concept of the security concept and with the multidimensional and holographic view
of safety, in terms of conceptual awareness, conceptual scales, and technological methods
[28. p. 109-118, 155-156] This will not only give full play to the technical effectiveness of

generative AI, but also jointly promote the safe, reliable and healthy development of
generative Al in mainstream media communication.
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Pe3ynbTaTbl Npoueaypbl peLueH3npoBaHUA CTaTbu

B cBSA3M C MNOANTUKON [BOMHOrO C/IEMNOr0 pPEeLEH3NPOBAHUS JIMYHOCTb pPELEH3EHTa HE
packpbiBaeTcs.
Co cnuckom peyeH3eHTOB U34aTe/1bCTBa MOXHO O3HAKOMUTLCS 34ECh.

B peueH3npyeMon cTaTbe pacCMaTpUBAKTCA PUCKM M NyTM YNpaB/IEHUA TFeHepaTUBHbIM
WCKYCCTBEHHbIM MHTENIEKTOM B OCHOBHbIX CpeACcTBaX MaccoBOM KOMMYyHMKauun. OTmMevaeTcH,
YTO Y4YeHble TMpUAEepPXUBAKTCA ABYX TOYEK 3peHWsas Ha TMNpUMEeHEeHWe TreHepaTUBHOrO
WCKYCCTBEHHOIO0 WHTen/eKta B MeAWauHAYCTPMU: O4HW CUMUTAIOT, YTO 3TO CYMNEPUHCTPYMEHT,
KOTOpbI NpuBeAeT K Cepbe3HblM WU3MEHEeHWAM B KOMMYyHMKauuu, MeauasKonormm wn T. A.,
apyrmne yb6expaeHbl, 4TO 3TO BCero J/ulWb BCNOMOraTesibHbIM WHCTPYMeHT B o6nactu
MeAMaKOMMYHUKaLUWNA, KOTOPbIXN HE W3MEHWUT OCHOBHbIX MpuHUMNOB paboTbl Meana. TeMm He
MeHee O04YeBWAHO, 4YTO WCMNOJIb30BaHME TEXHONOrMiW WUCKYCCTBEHHOrO UWHTENNEeKTa B
AONITOCPOYHOM NepcrneKkTMBe CTaHOBUTCH OAHWUM U3 TPEHAOB pPa3BUTUS MeAMaUHAYCTpUKM, Takoe
CcTpeMuTenbHoe pas3BuUTME U  LWMPOKOE T[pPUMEHEHWE TeHepaTUBHOIO0 WCKYCCTBEHHOIO
WHTENNeKTa NopoXAaeT MHOXECTBO PUCKOB U BbI30OBOB M TpebyeT nx TWaTeIbHOro U3y4YeHUs 1
pa3paboTkm cTpaTervin ynpasBrieHuWs puckamm, yem u obycnoeneHa aKTyanbHOCTb AAHHOMO
nccneposaHus.

TeopeTnyeckol OCHOBOM paboTbl BbICTYNUAM TPyAbl TakuxX 3apybexHblXx nccnegosartenei, Kak
M. fmnctep, X. 4. ®aH, X. M. UYxyH, C. X. Un, A1 Dnpec, 3. B. Ao, 3. J1. in, Y. CoHr, P. Yel
0. X. U3aH, C. JI. CoHr, 1O. 1O. 4Hr, X. 4., 10. 0. Yxoy, I'. M. 1O, Ox. Y. Cy, K. Jilu n g;
Bubnnorpadusa coctont n3 28 MCTOYHMKOB, COOTBETCTBYET cneunduke mMayyaemMoro npeameTa,
coaepxaTenbHbIM TpebOBaHUAM M HaXOAUT OTPaXXEeHUe Ha CTpaHuuax pykonucu. Bce uumtaThbl
y4YeHbIX COMPOBOXAAKTCA aBTOPCKMMW KOMMeHTapusMu. MeToponorus npoBefeHHOro
nccnepoBaHUa B CTaTbe HE pacKpbiBaeTCs, HO OYEBUAEH ee TpaAWUMOHHbLIN XapakTep. C
y4yéTtoMm cneundunkn npeagmeta, obbvekTta, uenm um 3agad paboTbl ncnonb3ywTca obweHay4Hble
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MeToAbl aHa/n3a M CUHTe3a; onucaTeNibHbIM MeToA, BKAtuvatowni HabnwoaeHne, ob6obuieHune,
WHTeprnpeTaumio, knaccudumkaymio Matepunana; MeToabl KOHTEHT- U AUCKYpPC-aHanunsa.

B xone aHanu3a TeopeTM4ecKOro maTtepuana v ero npaktmyeckoro obocHosaHusas asTop(bl)
npoesenun o0630p nccnenoBaHuii B 061aCTM UCKYCCTBEHHOIO MHTEIIEKTa B CpeacTBax MacCcoBOM
WHpOpMaUMN; pacCcMOTpenuM pPUCKKU, COMPsIXeHHble C WCNoNb30BaHMe TreHepaTUBHOro
WCKYCCTBEHHOI0 MHTeN/leKTa B MaccMeaua (CBSi3aHHble C KOHPWUAEHUWANbHOCTbIO AAHHbIX, C
MaHUMyNMpoBaHNEM O6LECTBEHHbIM MHEHMEM MNOCPeACTBOM WCKaXeHus uHdbopMaumm, c
AOBepuMeM K cpeacTBaM MaccoBOM MHMOPMauUMKW); MU3YYUIU MNyTU ynpaBileHUS pUCKaMMU,
CBSI3aHHbIMW C TreHepaTUBHbIM MWCKYCCTBEHHbIM WHTennektom B CMWU (dpopmupoBaHue u
CTaHAapTu3auus HanpaB/EeHW ynpaBfieHWs U YyKpenjeHue caMoperyaunposaHus B
MeanaunHAyCcTpuUKU; COBEpLUEHCTBOBaHWE NpaBOBbIX HOPM W MPOLECCOB ynpaB/ileHUs AAaHHbIMU;
rnobanbHoe COTPYAHWYECTBO MNpPU YyMNpaBiE€HUN WCKYCCTBEHHbLIM MWHTENNIEKTOM; MNOBbIWEHNE
undpposon rpamoTtHocTM). Kaxabih paccmaTpuBaeMblil acnekT MNOAbITOXWBAeETCA, UTO
crnocobcTByeT CWUCTEMHOMY BUAEHWUIO TMOJYYEHHbIX Ppe3ynbTaToB MWUCCAefoBaHUA U UX
COMOCTaB/IEHMNIO C MNOCTaBJIEHHbIMW 3agayvyaMu («NpOBeCTM CUCTEMATUYECKMN aHanusa u
M3y4YnUTb PUCKW, CBA3@aHHble C TFeHepaTMBHbIM MCKYCCTBEHHbIM MWHTEN/IEKTOM B CpeAcTBax
MacCOBOW KOMMYHWKaUMW, MPEAsOXUTb CTpaTernu ynpaBiieHUsl puckamu»). B 3aknyeHuu
o6o6uwaeTca ponb reHepaTMBHOINO MCKYCCTBEHHOrO WHTeN/ieKTa B COBPEMEHHbIX MaccMmeaua,
nogyepkuBaeTcsa KoHuenuus 6esonacHocTn («aAM MNOCTENEHHO BCTynatwT B o6wecTBo
BbICOKOIFO puUCKa, ynpasiseMoe WHTen/eKTyallbHOW CUCTEMOWN, KoTopas sasBnaetca 6onee
C/TOXXHOW M NOJSIHOW yrpo3 6e3onacHoCTU») U Heob6xoanMMOCTb pa3zpaboTaTb MHTErPUPOBAHHYIO
M BCceobbeMNOWY MpOrpamMMmy ynpasileHUS WMHHOBAUWOHHbIM Pa3BUTUEM U 3IKOJIOMMYECKUM
KOHCTPYMpPOBaAHWEM reHepaTMBHOIO0 MCKYCCTBEHHOIO MHTENNeKTa.

TeopeTnyeckas 3Ha4YMMOCTb W MpaKTM4YecKas LEHHOCTb MCCMef0BaHMA 3ak/l4vyaeTcsd B TOM,
4YTO ero pes3yfabTaTbl pacwuUpsloT 3HaHue B 06/71aCTM reHepaTUBHOINO0 WCKYCCTBEHHOTIO
WHTENNeKTa B MeAUauHAYCTPUU, MOTYT NMPUMEHSATLCSH B NOCAEAYIOWNX HAaYUYHbIX U3bICKAHUAX NO
3aaBneHHONn npobnemMatMke M B BY30BCKMX KypCax MO KOMMYHWUKATUBHOW JIMHIBUCTUKE,
COLUMONMNHIBUCTUKE, MeANANTMHIBUCTUKE, UHMOOPMALMOHHBIM TEXHOMOIMMSM B XYpHanncTnke wm
np.

Cmmnb cTaTbn oTBevyaeT TpeboBaHMSAM HAy4YHOro OMNUCaHusa, coAepXaHwe CcOoOTBeTCTBYeT
Ha3BaHMWIO, SIOTMKA U3/10XXEeHUS MaTepuana 4vetkasa. B uenoM, pykonucb MMeeT 3aBepLUeHHbIN
BWA4; OHa BMOJIHE caMocCTosATesibHa, OpuUrnHanbHa, 6yaeT nosie3Ha WWMPOKOMY KpYry auvy u

MOXeT 6blTb peKOMeHAOBaHa K Ny6/inkauMn B Hay4YyHOM XypHane «Litera».
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