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Аннотация: Стремительное развитие генеративного искусственного интеллекта
позволило человечеству стать свидетелем значительных изменений в технологии
искусственного интеллекта с точки зрения возможностей и функциональности, а его
мощная способность к самообучению, самоконтролю и эволюции постепенно открыла
новую эру обобщенного искусственного интеллекта. В то же время это также указывает
на то, что люди вступят в более сложную и рискованную интеллектуальную систему.
Постепенное и широкое применение генеративного ИИ в основных медиакоммуникациях
открывает перед медиасферой большие возможности для развития, с одной стороны, и
рискованные задачи – с другой. Предметом данного исследования является
генеративный искусственный интеллект. Объектом исследования является глубокий
анализ рисков и траекторий управления генеративным искусственным интеллектом в
основных средствах массовой коммуникации. В данном исследовании применялась
комплексная методология, построенная на методе литературного анализа, наблюдения а
также методе прогнозирования и сопоставления данных. Научная новизна исследования
заключается в том, что авторами проводится анализ рисков, связанных с генеративным
ИИ в основных средствах массовой информации, а именно: конфиденциальности и
безопасности данных, риска манипулирования общественным мнением с помощью
ложной информации и проблемы доверия населения к СМИ. Авторами исследования
предлагается путь управления рисками с точки зрения политического руководства,
регулирования и технологий, глобального сотрудничества и повышения грамотности,
способствующий безопасному, надежному и здоровому развитию генеративного ИИ в
основных средствах массовой информации. Поскольку технологии ИИ постоянно
трансформируются, данное исследование довольно перспективно и вносит научный
вклад в общую аналитику и пул исследований, связанных с применением ИИ в области
медиа, рисками, опасностью и этическими вопросами.

Ключевые слова:

генеративный, искусственный интеллект, м е д и а , дезинформация, технологический,
доверие, развитие, взаимодействие, человек, коммуникация

Scientific and technological development has increasingly become an important reference
dimension for evaluating the competitive ability between countries, and the leapfrog
breakout and advanced development of generative artificial intelligence represented by
ChatGPT, Sora, etc. has once again highlighted the enormous development potential
brought about by scientific and technological innovation. At the same time, it also
highlights the urgency and importance of accelerating the standardized governance of
generative AI. The intelligent service experience brought about by the advantages of
generative artificial intelligence in human-computer interaction and human-computer
collaboration not only improves social productivity and social intelligence, but also gradually
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becomes an important technology driving force that pushes human society forward. In the
field of media, the development and application of generative artificial intelligence has
promoted a huge change in the production and communication of mainstream media
content. As a new type of knowledge-generating medium, it is accelerating the rewriting of
the content production and communication pattern in the media field. However, at the same
time, the leapfrog progressive development and broad-spectrum application of generative AI
have also extended the AI risk governance boundary and governance complexity. Therefore,
based on the existing research results of generative AI in the media field, this paper
attempts to systematically analyze and study the risks of generative AI in mainstream
media communication, and puts forward the governance path to cope with the risks.

1. Origins: A Review of Generative Artificial Intelligence Research in the Media Field

Artificial intelligence is an interdisciplinary and comprehensive concept, which was initially
proposed at an academic conference held at Dartmouth College in the United States in
1956, mainly referring to the creation of intelligent machines or programs. Since the birth
and rapid development of artificial intelligence to date, artificial intelligence technology has
experienced three waves, based on the nature of the technology has gradually shifted from

“logical reasoning” to “knowledge engineering” and “machine learning” [1, p. 26-50, 155]. And
supported by a variety of digital technologies such as arithmetic power, algorithms and big
data together, the new generation of artificial intelligence is driving human society into the

fourth industrial revolution [2, p. 139-159]. W ith the leaping and iterative development of AI
technology, generative AI represented by ChatGPT, Sora, etc. has ushered in a leaping
progression since 2022, inspiring profound social changes in various fields with the support

of the three key technologies of pre-training, large modeling, and generative [3, p. 81-90]. So
that people have witnessed a huge leap in AI technology in terms of fidelity and functional

dimensions, and the initial prototype of generalized AI [4, p. 147-160]. Its powerful self-
learning, self-supervision and evolution capabilities have gradually opened up a new era of
general artificial intelligence. This signals that mankind will enter a more complex and risky
intelligent system.

W ith the rapid iterative development of a variety of digital technologies, generative
artificial intelligence is gradually embedded in the field of media communication, greatly
enhancing the efficiency of content production and communication. The content production
mode of the media is gradually changing from professional content production, user content
production to artificial intelligence production. Generative artificial intelligence is
accelerating the transformation and upgrading of digitization and intelligence in the media
field. Back in 2015, Tencent Finance released writing robots such as Dreamwriter that
caused a stir in the industry. However, this only improved content productivity to an
incremental degree, and did not play an essential and revolutionary change. The iterative
development of generative artificial intelligence breaks through the inherent tool attributes
of technology, and the active exploration and application in the media field, content
production and communication driven by generative artificial intelligence development has

gradually become the norm and mainstream [5, p. 29-35]. The development of generative
artificial intelligence has realized the leap to the subject attribute, changed the traditional
pattern of communication subject, and realized the change from “human” to “human” and

“machine” coexistence [6, p. 62-69.].

Fundamentally, the rapid iterative development of generative AI technology further
promotes the intelligent development trend of media communication, triggering disruptive
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changes in the mainstream media communication landscape. The widespread application of
generative AI in the media field, represented by Chat GPT, has become an important
milestone in the intelligent upgrading of media. Relying on its powerful comprehension
ability, it has demonstrated significant advantages in text creation, video image generation

and other aspects [7, p. 32-36]. On the one hand, it fits the current intelligent development
trend of information communication. On the other hand there are many risks associated
with the widespread application of generative artificial intelligence, such as the risk of data
privacy and security, and the risk of authenticity and accuracy caused by false information.
Overall, scholars generally hold two attitudes towards the application of generative artificial

intelligence in the media field [8, p. 37-40, 59.]. One attitude is that generative AI is a super
tool that will bring about profound changes to the order of communication, media ecology
and so on. Another attitude is that it is only an auxiliary tool in the field of media
communication and will not change the basic operating principles of the media industry.

In summary, it can be seen that the powerful functional characteristics of generative
artificial intelligence are widely used in the media field, which improves the efficiency of
content production and communication and enhances the user's intelligent service
experience. At the same time, it also brings a lot of risks and challenges, further
aggravating the hidden and diversified nature of risk prevention. Therefore, it is necessary
for the national government, media platforms, individual users and other multiple subjects
to participate in governance.

2. Challenges: R isks of Generative Artificial Intelligence in Mainstream Media
Communication

The rapid iterative development of generative artificial intelligence and its wide application
in mainstream media communication have injected new variables into the ecology of
communication and public opinion. It not only expands the breadth and depth of the
application field, but also extends the AI risk governance boundary and governance
complexity. Therefore, this part will specifically analyze the possible risk issues brought by
generative AI in mainstream media communication from the perspectives of data privacy
and security risk, the risk of manipulating public opinion with false information, and the
challenge of media trust.

2.1 Data Privacy Security Risks

Ian Ayres has mentioned that “big data analytics reduces the space for effective privacy,
and people increasingly live in a world where they can't hide who they are, what they've

done and what they'll do [9].” In the development of generative AI, data is the basis of its
operation, an important resource for the development of AI, and to a certain extent, it is

also seen as the core of intelligent communication [10, p. 42- 56]. In the process of
mainstream media communication, the user's application of generative artificial intelligence
has data privacy security risks in the process of data collection, storage and transmission.
For example, when users are acquiring information through intelligent software, the
application system often requests access to the user's personal privacy data permissions,
and in this process, if personal information is excessively collected or collected in an
opaque manner, the user's data privacy will be leaked and other security risks. Meanwhile,
in the process of human-computer interaction, when the user and the generative AI carry
out human-computer interaction questions and answers, the user needs to give up part of
the personal data information in order to obtain the “private customized” intelligent
services. After obtaining the relevant data, the generative AI generates a user profile
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through data aggregation and analysis, thus obtaining a high-quality human-computer
interaction experience. O f course, in the early stage of the use of generative AI, most users
will use it cautiously due to data security considerations, but in the process of human-
computer interaction, generative AI can still obtain various types of data such as the user's
linguistic style characteristics, personal data information, current focus, and even identity in
the process of information exchange. According to the data in the “Data Leakage Risk
Landscape Report for the First Half of 2024”, the number of data leakage incidents across
the network reached 16,011 in the first half of 2024 alone, an increase of 59.58% compared
to the data in the second half of 2023. This growth data also shows that data privacy
security risk is an issue that requires urgent attention and increased vigilance.

2.2 Risk of Manipulation of Public Opinion through Disinformation

The embedding of generative AI in mainstream media has improved the efficiency of
content production and communication and enhanced the user experience to a certain
extent, but at the same time, it also provides a natural breeding ground for the breeding
and proliferation of false information. In particular, the application of cutting-edge
technologies represented by deep fake makes the content forms of generated
disinformation more diverse and more difficult to recognize. Disinformation is usually
referred to by the concept of “Disinformation”, which refers to information that contains

false or misleading content. The expressions “information fog” [11, p.74-81, 96], “misleading

information” [12, p. 1-10] and “misinformation” [13, p. 102-113] were then derived. The purpose
of communicating disinformation is to mislead the public through misinformation in order to
achieve a certain goal. From the perspective of technology application, the development of
generative artificial intelligence has further lowered the threshold of false information
production and communication, and a large amount of false information has appeared in the
media communication field showing the phenomenon of “information fog”. At the end of
2023, the U.S. research organization released a report showing that fake news sites created

using AI agents surged from 49 to more than 600 in seven months [14]. W hile the
application of artificial intelligence is increasing the efficiency of content production, it is
also accelerating to become a communicator of false information and misinformation.

Deep fakes are alternative digital representations that have been processed or generated

by artificial intelligence so as to be seen as real faked images and audio and video [15].
W ith the rapid development of artificial intelligence technology, the multimodal function
expansion of Deep Fake Technology not only makes false information more confusing and
difficult to distinguish between true and false, but also makes it become a “weapon” to
manipulate public opinion through the creation of false information. For example, some
external forces may use Deep Fake Technology to generate false information or
discriminatory information, and accelerate its communication to the field of public opinion,
so as to realize the manipulation of the public opinion field and influence the direction of
public opinion. Once these confusing and false information is accepted by the public, it is
very likely to affect the value judgment and cognitive position of the public towards the
country, society and events. Therefore, in mainstream media communication, we should be
alert to the risk of manipulating public opinion by generating false information using Deep
Fake Technology.

2.3 Media Trust Challenges

Media trust is the degree of public confidence in media organizations and the information
they provide. This relationship of trust is based on the authenticity, reliability and accuracy
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of media organizations [16, p. 29-31]. For mainstream media, especially in the process of
rapid development of generative artificial intelligence and its wide application in
mainstream media communication, the correlation between the public's trust in the media
and the authenticity and reliability of the communication content is more obvious. In terms
of authenticity, authenticity is the life of news, and the influence of generative AI to
generate the authenticity of communication content is manifested on the one hand in the
authenticity and reliability of the training data. The enhancement of characteristics such as
intelligence and humanization of generative AI needs to be realized through data training,
and most of the training data come from open source data, automated data collection and
public data. To a certain extent, these training data contain false information, misleading
and biased contents. In the process of human-computer interaction and automated
generation, it is possible to produce “artificial intelligence illusion”, generating some
seemingly reasonable but inaccurate content, affecting the public's overall perception of the
communication content, thus reducing the public's trust in the communication content of the
mainstream media. On the other hand, it is manifested in the timeliness of the data. The
content generated by generative AI automation is largely based on the static database
contacted during data training, which cannot be updated or provide the latest news reports
in a timely manner. This means that the content generated by mainstream media through
generative AI may have a certain lag. This will, to a certain extent, affect the authenticity
and accuracy of the communication content, which in turn affects the public's trust in the
media. Therefore, for content that needs to be reported and communicated in a timely
manner, it is also necessary to ensure the timeliness of the communicated content through
real-time data collection by media editors. In summary, it can be seen that for the possible
risks of authenticity and accuracy that may exist in the communication of generative AI in
the mainstream media and affect the public's trust in the media, it is necessary to
strengthen the fact checking, reduce the interference of misleading or biased information to
the public, and build a trustworthy cognitive space for the public with authentic and timely
communication content.

3. Governance: Paths to Generative AI R isk Governance in Mainstream Media
Communication

W ith the rapid iterative development of generative AI technology and its gradual use in
mainstream media communication, strengthening AI governance has become a general
consensus in society. The state, media organizations, operation platforms, and the public
play important roles in risk governance, so it is important to give full play to the initiative
and mobility of each subject in risk governance, and to jointly promote the safe, reliable,
and healthy and good development of generative AI in mainstream media communication
from the levels of policy leadership, regulation and technology, global collaboration, and
literacy enhancement.

3.1 Policy Leadership: Constructing and Standardizing the Direction of Governance and
Strengthening Self-regulation in the Media Industry

From the perspective of risk governance, governments are primarily responsible for
addressing the risks of generative AI, playing an important role as supervisors and risk
prevention and governance. At the level of government policy leadership, more and more
countries in the world are rapidly moving from watching and not knowing what to do about
generative AI to introducing policies to lead the construction and standardization of
governance. For example, in June 2023, the EU Parliament passed the Artificial Intelligence
Bill, and the latest draft added provisions specifically regulating the safety risks of

10.25136/2409-8698.2025.1.73062 Litera, 2025 - 1

161



generative AI [17]. In July 2023, the Canadian Center for Cyber Security (CCCS) released a
guide, Generative AI, which details possible security risks such as data privacy, algorithmic

bias, and disinformation associated with the use of generative AI [18, p. 48-53]. In November
2022, China adopted the Administrative Provisions on Deep Synthesis of Internet

Information Services to regulate the risk of generative AI content more comprehensively [19,

p. 147-160]. In July 2023 China issued the Interim Measures for the Administration of
Generative Artificial Intelligence Services to regulate the provision and use of generative AI
services. From this, it can be seen that countries around the world are enhancing their risk
assessment and control capabilities and standardizing the direction of generative AI
governance through policy leadership. At the level of the media industry, as generative AI
becomes more widely embedded in mainstream media communication, the media industry
should continue to improve its internal self-regulatory mechanism, clarify the media
industry's code of conduct when using generative AI technology, and encourage media
organizations to clarify the role of AI technology in the entire process of content production

and communication [20, p. 29-31]. Actively exploring the enhancement of fact-checking
capabilities through generative artificial intelligence technology to improve the authenticity
and accuracy of communication content.

3.2 Regulations and T echnology: Improving Legal Norms and Data Management
Processes

Legal regulation and technical statute are important links to prevent the risk of generative
artificial intelligence in the field of media communication. Currently, generative artificial
intelligence is still in the early stage of development, and as its application field in
mainstream media communication gradually expands, timely and moderate legal norms and
technical regulations are needed to promote the safe and healthy development of
generative artificial intelligence on a safe track. First, improve the legal norms and update
the concept of regulatory governance. The Interim Measures propose that the governance of
generative AI should uphold the concepts of inclusive, prudent, and classified and graded
regulation. Inclusive and prudent and classification and grading supervision has gradually
become a new regulatory model recognized and accepted in the new industry because it is
more in line with the regulatory thinking in the new economic form. As a rapidly developing
new field and new form, this new regulatory model can minimize the interference of the
emerging industry and maximize the regulatory benefits, and guide and regulate the safe
and healthy development of generative artificial intelligence in the media field. For
example, establish a perfect data classification and grading supervision mechanism, screen
training data from the data source, improve the quality of training data and help release the
value, and ensure the accuracy and objectivity of the output content in human-computer
interaction and content generation. At the same time, we fulfill the obligation to protect the
information and interaction records entered in human-computer interaction, so as to
effectively and efficiently protect the security of personal data. Second, with the concept of
good intelligence as the lead, the data management process is sound. W ith the iterative
development of generative artificial intelligence, although the accuracy and richness of
autonomous learning and generated content can be improved through massive data
training, the continuous iteration of algorithmic technology has also led to more complexity
in the hidden layer of technology. Therefore, the concept of good wisdom of good
technology and good governance should be embedded in algorithmic technology to regulate
the development of technology. On the one hand, internally, algorithmic supervision
technology should be strengthened in the development of generative AI to realize effective
internal code governance. On the other hand, a third party should be introduced to
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supervise the development and application of algorithms and establish a user feedback

system to realize effective external supervision [21, p. 21-30]. In this way, we can realize the
reduction of risks that may be caused by algorithms and other technologies from the inside
out and led by the concept of Good Intelligence.

3.3 Global Collaboration: Strengthening Dialogue and Establishing Cooperation to
Improve Global Artificial Intelligence Governance

The Global Initiative on Artificial Intelligence Governance calls on countries to strengthen
information exchange and technical cooperation and to jointly address the risks posed by
the rapid development of science and technology. The current world situation is evolving at
an accelerated pace, and countries are clearly in competition and wariness of each other in
terms of exploring exchanges and cooperation in the development and governance of
artificial intelligence. And the risks posed by the iterative development of generative AI can
no longer be faced and solved by any one country alone. As a global challenge, it requires
the international community to strengthen cooperation and synergize to deal with it in
terms of technological innovation, data resource construction and risk prevention. Therefore,
strengthening communication and technical cooperation between countries around the
world, accelerating the establishment of transnational communication and cooperation
mechanisms, and improving global AI governance have become the way to deal with the
security risks and challenges of generative AI. First, formulate international standards and
safety norms. Countries should formulate standards and norms on aspects triggered by
generative AI, such as data privacy and security protection, algorithm transparency, security
ethics and morality, to ensure its safe and controllable development. Second, the media of
various countries should strengthen dialogues and exchanges, establish a sense of sharing
and co-construction, and build a transnational cooperation mechanism. Share experiences in
technology research and development, data analysis, talent cultivation, etc., and exchange
the latest developments and latest achievements. Promote the safe development of
generative AI in the media field in the cohesion of consensus. Third, improve global AI
governance. In the face of the risks brought about by the rapid iterative development of
technology, mankind is in the same boat and shares the same fate. Therefore, perfecting
global AI governance is precisely providing possibilities for solving the transnational

governance problems lurking behind the iterative development of generative AI [22, p. 147-

160]. Based on this, from the perspective of global collaboration, we should actively carry
out international cooperation and global action, uphold the spirit of security cooperation of
“common, safe, cooperative and sustainable”, improve the governance of AI, and promote
the safe, reliable and healthy development of generative AI in various fields such as
mainstream media.

3.4 Literacy Enhancement: Strengthening Intelligent Cognition and Improving People's
Digital Literacy

Paul Gilster, the founder of digital literacy theory, explains digital literacy as being the

ability to understand and use polymorphic information available through the Internet [23].
Digital literacy is a combination of qualities and abilities such as information acquisition,

interaction and sharing, ethics and morality in learning practices [24]. W ith the intelligent
iteration of generative AI and its increasingly widespread application in mainstream media
communication, intelligence is gradually becoming a new way of being characterized in the
daily life of the people. This intelligent mimetic environment requires the public to improve
their cognitive ability in terms of the information they receive. Therefore, improving people's
digital literacy has become a key link and an inevitable trend to adapt to the evolution of
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the times and prevent risks. On the one hand, it is important to improve people's
awareness of the application of intelligent products. The application of generative AI in
mainstream media communication has improved the intelligent experience of the public,
while the public knows little about the application of generative AI represented by ChatGPT.
In the future, as the application of AI in mainstream media communication becomes more
extensive and the experience more intelligent, it is more necessary for the public to have a
more comprehensive understanding and knowledge of it. And to look at the intelligent
change of mainstream media with a more open mind, to better adapt to the intelligent

environment in the era of intelligent media [25, p. 65-72]. On the other hand, it is important
to enhance security guidance and digital literacy. In the face of the new digital divide and
“digital leviathan” brought about by generative AI, we should enhance the people's ability
to recognize and identify false information, public opinion manipulation and other contents
and behaviors, cultivate the ability to correctly obtain and judge information, as well as the
awareness of ethical and social responsibility, develop higher-order thinking, and improve
people's digital literacy.

4. Conclusion

“The Smart Age is an era of development driven by the convergence of multiple digital

technologies such as big data and artificial intelligence [26, p. 14-19]”. W ith the emergence
and rapid development of generative artificial intelligence, the concept of security has been
continuously extended and expanded, and the concept of security is more and more based
on cutting-edge technology and its prospective consideration, bringing a deeper level of

change and reconstruction [27, p. 106-116]. Along with the leap-forward development of
generative AI and its broad-spectrum application in mainstream media communication,
human beings are also witnessing the profound transformation of AI technology in terms of
high intelligence, deep interactivity, etc., and seeing broader and more realistic intelligent
application scenarios, as well as driving the development of human social life in the
direction of greater intelligence and personalization. Generative AI with powerful human-
computer interaction, human-computer collaboration and other capabilities gradually opened
a new era of general artificial intelligence. At the same time, the rapid iterative
development of generative AI also indicates that human beings are gradually entering a
high-risk society operated by an intelligent system that is more complex and full of security
risks. Therefore, in the face of the leapfrog iterative development of generative AI, we
should not only see the new kinetic energy it provides for mainstream media
communication, but also provide an integrated and comprehensive governance program for
the innovative development and ecological construction of generative AI under the guidance
of the concept of the security concept and with the multidimensional and holographic view
of safety, in terms of conceptual awareness, conceptual scales, and technological methods
[28, p. 109-118, 155-156]. This will not only give full play to the technical effectiveness of
generative AI, but also jointly promote the safe, reliable and healthy development of
generative AI in mainstream media communication.
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Результаты процедуры рецензирования статьи

В связи с политикой двойного слепого рецензирования личность рецензента не
раскрывается. 
Со списком рецензентов издательства можно ознакомиться здесь.

В рецензируемой статье рассматриваются риски и пути управления генеративным
искусственным интеллектом в основных средствах массовой коммуникации. Отмечается,
что ученые придерживаются двух точек зрения на применение генеративного
искусственного интеллекта в медиаиндустрии: одни считают, что это суперинструмент,
который приведет к серьезным изменениям в коммуникации, медиаэкологии и т. д.,
другие убеждены, что это всего лишь вспомогательный инструмент в области
медиакоммуникаций, который не изменит основных принципов работы медиа. Тем не
менее очевидно, что использование технологий искусственного интеллекта в
долгосрочной перспективе становится одним из трендов развития медиаиндустрии, такое
стремительное развитие и широкое применение генеративного искусственного
интеллекта порождает множество рисков и вызовов и требует их тщательного изучения и
разработки стратегий управления рисками, чем и обусловлена актуальность данного
исследования.
Теоретической основой работы выступили труды таких зарубежных исследователей, как
П. Гилстер, Х. Д. Фан, Х. М. Чжун, С. Х. Ци, Ян Эйрес, З. В. Яо, З. Л. Ли, У . Сонг, Р. Чен,
Ю . Х. Цзян, С. Л. Сонг, Ю . Ю . Янг, Х. Д., Ю . Ю . Чжоу, Г. М. Ю , Дж. У . Су, К. Ли и др.
Библиография состоит из 28 источников, соответствует специфике изучаемого предмета,
содержательным требованиям и находит отражение на страницах рукописи. Все цитаты
ученых сопровождаются авторскими комментариями. Методология проведенного
исследования в статье не раскрывается, но очевиден ее традиционный характер. С
учётом специфики предмета, объекта, цели и задач работы используются общенаучные
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методы анализа и синтеза; описательный метод, включающий наблюдение, обобщение,
интерпретацию, классификацию материала; методы контент- и дискурс-анализа.
В ходе анализа теоретического материала и его практического обоснования автор(ы)
провели обзор исследований в области искусственного интеллекта в средствах массовой
информации; рассмотрели риски, сопряженные с использование генеративного
искусственного интеллекта в массмедиа (связанные с конфиденциальностью данных, с
манипулированием общественным мнением посредством искажения информации, с
доверием к средствам массовой информации); изучили пути управления рисками,
связанными с генеративным искусственным интеллектом в СМИ (формирование и
стандартизация направлений управления и укрепление саморегулирования в
медиаиндустрии; совершенствование правовых норм и процессов управления данными;
глобальное сотрудничество при управлении искусственным интеллектом; повышение
цифровой грамотности). Каждый рассматриваемый аспект подытоживается, что
способствует системному видению полученных результатов исследования и их
сопоставлению с поставленными задачами («провести систематический анализа и
изучить риски, связанные с генеративным искусственным интеллектом в средствах
массовой коммуникации, предложить стратегии управления рисками»). В заключении
обобщается роль генеративного искусственного интеллекта в современных массмедиа,
подчеркивается концепция безопасности («люди постепенно вступают в общество
высокого риска, управляемое интеллектуальной системой, которая является более
сложной и полной угроз безопасности») и необходимость разработать интегрированную
и всеобъемлющую программу управления инновационным развитием и экологическим
конструированием генеративного искусственного интеллекта.
Теоретическая значимость и практическая ценность исследования заключается в том,
что его результаты расширяют знание в области генеративного искусственного
интеллекта в медиаиндустрии, могут применяться в последующих научных изысканиях по
заявленной проблематике и в вузовских курсах по коммуникативной лингвистике,
социолингвистике, медиалингвистике, информационным технологиям в журналистике и
пр. 
Стиль статьи отвечает требованиям научного описания, содержание соответствует
названию, логика изложения материала четкая. В целом, рукопись имеет завершенный
вид; она вполне самостоятельна, оригинальна, будет полезна широкому кругу лиц и
может быть рекомендована к публикации в научном журнале «Litera».
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