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Аннотация. Дипфейки как медиаобъекты, созданные с применением технологий глубо-
кого машинного обучения, стали привычным явлением цифрового общества, но социальное 
значение дипфейков до  сих пор вызывает споры. Социологический анализ с  позиции соци-
ального конструктивизма (SCOT) и  культурсоциологии позволяет выделить три взаимосвя-
занных структурных уровня дипфейка как артефакта: (а) технический — основанный на ис-
пользовании генеративных нейросетей, способных создавать высоко реалистичный контент 
и позволяющих искусственному интеллекту (далее — ИИ) приобретать свойства совершенно-
го миметического объекта и проходить барьеры социального признания; (б) медиакоммуника-
тивный — где реализуются механизмы прагматического символического воздействия, включая 
поликодовость, интертекстуальность и метанарративность; (в) социальный — где выделяются 
функции и дисфункции дипфейков, а также сферы общественной жизнедеятельности, транс-
формирующиеся под их  влиянием. Социальное значение дипфейков амбивалентно: с  одной 
стороны, эта технология высоко рискогенна, производит значимые угрозы для частной жизни, 
кибербезопасности и общественной стабильности; с другой стороны, несет в себе ранее неви-
данные возможности для развития в области искусства, образования, здравоохранения и биз-
неса. Такой подход позволяет преодолеть ограничения алармистского дискурса (в его стрем-
лении свести дипфейки лишь к инструментам дезинформации и мошенничества) и раскрыть 
конструктивистскую природу социотехнической реальности. Несмотря на явную дискурсив-
ную стигматизацию портманто «дипфейк», важно выделять сатирический потенциал таких ме-
диатекстов как инструмента поддержания демократической культуры. С точки зрения анализа 
смешанных коммуникаций дипфейк осуществляет видимую прозопопическую трансмобиль-
ность ИИ, создавая новые формы социальной агентности через механизмы социального под-
ражания. Наиболее технически совершенные дипфейки создают такие виртуальные личности 
(симуланты), которые способны к  эффективной коммуникации за  пределами «зловещей до-
лины». Квазичеловеческая субъектность дипфейковых актантов распознается как нормальная 
и внушающая доверие, поскольку миметическим образом создаются условия конструирования 
значимого Другого: мимикрия (подражание висцеральным признакам человека); имитация 
(подражание социальным действиям); эмуляция (подражание осмысленности и эмпатичности 
действия). Как и в  случае с другими инновационными технологиями, ключ к контролю над 
дипфейком лежит не в запрете, а в глубоком понимании механизмов его социального конструи-
рования и выявлении оптимальных моделей его управления в интересах общественного блага.
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Вызовы цифровизации и  алгоритмизации в  рамках всеобъемлющего 
процесса постгуманизации социальных практик поставили социологию пе-
ред необходимостью реконцептуализации понятийно-категориального и ме-
тодологического аппарата для исследования новой социотехнической реаль-
ности  [9]. Искусственный интеллект (далее  — ИИ) становится привычной 
частью повседневной жизни, но  продолжает вызывать опасения и  бурные 
дискуссии насчет его будущего даже среди специалистов  [3;  27]. Синтез 
технического и  социологического знания способен обогатить эту дискус-
сию с точки зрения понимания цифровых артефактов как социальных кон-
струкций, обладающих интерпретационной гибкостью и не имеющих един-
ственно верного решения или универсальной нормативной оценки на этапе 
становления [26; 29].

То, что силы дискурса способны формировать технологии, особенно 
ярко проявилось при использовании синтезированных с помощью ИИ высоко 
реалистичных видео с поддельным участием людей — дипфейков. Впервые 
этот термин стал популярным в  медиасреде в  2017  году, когда участники 
интернет-сообщества Reddit разработали программное обеспечение, позво-
лившее им добавлять изображения лиц из одного видеоисточника к фигурам 
в другом, а затем выкладывать синтезированный контент в интернет. Хотя 
некоторые эксперименты носили юмористический характер, большинство 
были направлены на создание порнографических видеозаписей для эксплу-
атации образов популярных актрис. Согласно отчету компании Deeptrace, 
только в период с 2018 по 2019 год число подобных дипфейк-видео в интерне-
те выросло на 100 %, а количество их просмотров превысило сто миллионов, 
но и случаи использования этой технологии для дискредитации публичных 
персон и политической сатиры не заставили себя долго ждать [15].

Для создания подобного поддельного контента пользователи применя-
ли как минимум три технических подхода: простое компьютерное редакти-
рование видео- и  аудиокомпонентов одного оригинального источника (ма-
нипулирование контекстом, речью); подложное смешивание компонентов 
нескольких источников (наложение разных аудио- и  видеокомпонентов); 
использование технологий ИИ  для формирования полностью «новых» ме-
диатекстов. В этой классификации термин «дипфейк» применялся к послед-
нему подходу в отличие от более «простого» «фейк-контента» (shallowfakes/
cheapfakes), относящегося к первой и второй категориям. Термин «deepfake» 
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представляет собой портманто (слияние) «deep learning» (глубокое обуче-
ние) и «фейк», что подчеркивает три его онтологические особенности: дип-
фейк  — результат развития, распространения и  упрощения использования 
генеративных нейронных сетей на основе машинного обучения (технология 
GAN и др.); дипфейк — разновидность цифрового медиатекста, т.е. предна-
значен для аудитории в цифровых социальных сетях и в медиакоммуника-
ции; функционально дипфейк необязательно фабрикует реальность с целью 
дискредитации или другим злонамеренным умыслом  — может осущест-
влять благонамеренную фабрикацию в интересах пользователей.

Таким образом, дипфейк как артефакт содержит в себе три взаимосвя-
занных структурных уровня: технический (использование ИИ), коммуника-
тивный (нарративы, жанры и медиаконтексты) и социальный (функциональ-
ное назначение, институциональное регулирование). Ключевая особенность 
данной системы  — активное производство и  воспроизводство нечеловече-
ской агентности в форме симбиоза генеративных сетей и симулированного 
перформативного поведения искусственных личностей (симулантов), что де-
лает дипфейк совершенным миметическим объектом.

Дипфейк как ИИ-технология

Дипфейки как технология настолько быстро развиваются, что становят-
ся незаметными для опытного и неопытного (человеческого) глаза [28]. Два 
основных фактора, способствовавших распространению дипфейков в соци-
альных сетях, — растущая доступность и постоянно повышающаяся правдо-
подобность результата. Дипфейки стало все проще создавать с помощью та-
ких приложений потребительского уровня, как Zao и FakeApp, а их конечные 
продукты все сложнее отличить от подлинных медиатекстов.

Технология синтезирования искусственного контента прошла двадцати-
летнюю эволюцию от методов распознавания лиц, 3d-реконструкции и CGI-
технологии, применявшейся в киноиндустрии еще в 1990-е годы, к ключевой 
инновации в виде генеративно-состязательных сетей ИИ (GAN) [22]. GAN — 
автономная интеллектуальная система, состоящая из сети-генератора и сети-
дискриминатора, между которыми имитируется ситуация соперничества — 
когда одна сеть, действующая как фальсификатор, генерирует изображения 
для обмана сети, действующей как детектор ошибки. Со  временем сеть-
генератор обучается улучшать выходные данные настолько, что ей удается 
обмануть сеть-дискриминатор, способствуя созданию высоко реалистично-
го дипфейка. ИИ,  генерирующий фейковый контент, становится настолько 
опытным, что сам больше не в состоянии отличить его от исходного. После 
такого обучения генератор может создавать совершенно новый контент с вы-
сокой степенью сходства с исходным входным сигналом (голосом или лицом 
человека). За последние десять лет после 2014 года, когда появилась техно-
логия обучения GAN, ИИ  достиг такого уровня, что для генерации сверх-
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реалистичного контента больше не требуется входных данных. Так называ-
емая «zero-shot-генерация» дает возможность создавать дипфейк человека, 
не присутствующего в обучающих данных модели, действуя на основе его 
текстового описания [35].

Технологию дипфейк можно классифицировать по типам и методам соз-
дания (таблица 1).

Таблица 1

Классификация deepfake по типам [12]

Тип На основе каких данных Технологии и инструменты

Видео

Видеозаписи с конкретным человеком, 
на которых нейросетевые модели 
проходят обучение (английский, русский 
и другие языки)

FaceSwap.dev, DeepFaceLab, DeepFaceLive, 
FSGAN, FaceShifter, SimSwap, FSGAN, 
FaceForensics++; мобильные приложения 
Reface, FaceApp или Avatarify

Аудио
Голос говорящего: решениям oneshot 
нужно буквально несколько секунд 
аудиозаписи

Фреймворки и библиотеки, в которых 
реализованы TTS и VC. Eleven Labs, Play.ht, 
Amazon Polly, FakeYou, CloudTTS, Speechify

Текст
Материалы Reddit, Wikipedia и других 
источников

ChatGPT–4, LlaMA 2, Claud-и др.

По методам создания выделяют  [8]: изменение лица (face swap)  — за-
мена лица одного человека лицом другого; применение фильтров, изменяю-
щих внешность (отличительная характеристика дипфейков, используемых 
в  социальных сетях и  приложениях для видеоконференций); кукловодство 
(puppeteering)  — рендеринг характерных движений человека при помощи 
создания 3D-модели лица и тела; синхронизация губ (lip-syncing) — техно-
логия создания определенных мимических движений рта под аудиозапись 
(реалистичное моделирование живой речи человека даже при условии, что 
он никогда этого не говорил); клонирование голоса (voice cloning) (создание 
синтетического голоса реальных людей при помощи машинного обучения); 
синтез изображений (создание визуальных компонентов при помощи ме-
тода компьютерного зрения, глубокого обучения, технологий GAN, VAEs, 
Diffusion Models); генерация текста при помощи рекуррентных нейронных 
сетей или GAN; подрисовывание (создание дополнительных элементов 
на исходном изображении).

Для понимания социально-технологических преимуществ дипфейков 
важно подчеркнуть, что они создают новый кластер цифровых актантов, об-
ладающих значимыми социальными преимуществами перед робототехникой 
и ИИ. Если робототехника до сих пор сталкивается с проблемой «зловещей 
долины» при проектировании внешности андроидов (когда люди негативно 
реагируют на слишком человечный облик чуждого им объекта [11]), то дип-
фейковые личности обладают всеми характеристиками живого и здорового 
человека и не вызывают психологического отторжения, способствуя резкому 
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повышению спроса на их применение. В то же время, если развитие ИИ ста-
ло источником глубоких разногласий и споров [1], то дипфейковая техноло-
гия достигла пика своего развития и  не  требует более мощного и  продви-
нутого программного обеспечения. Прозопопическая, т.е. квазичеловеческая, 
субъектность дипфейковых актантов распознается как нормальная и внуша-
ющая доверие, даже если человек знает, что перед ним образ, созданный ИИ. 
Симуляция свойств субъектности в виде способности действовать, отвечать 
определенным социальным ожиданиям и достигать взаимопонимания дела-
ет дипфейки более социализированными, чем домашние животные. Создавая 
человеческие образы и выступая от их лица, ИИ встраивается в социальную 
вселенную не напрямую, а через символические и аффективные механизмы 
мимезиса. Но  если животные, какими бы  милыми они ни  были, не  могут 
стать людьми в силу перцептуального и онтологическосго разрыва, то, под-
вергая законы подражания, лежащие в  основе социальности и  культуры 
[6; 13; 21], тщательному изучению и алгоритмизации, ИИ создает себе с по-
мощью дипфейка виртуальную человеческую личность, наделенную всеми 
необходимыми для эффективной миметической коммуникации свойствами.

Искусственный миметический актор в  образе дипфейка проходит все 
известные этапы конструирования коммуникативного Другого [16; 32]: ми-
микрия (подражание висцеральным признакам человека, включая внеш-
ность и  голос), имитация (подражание социальным действиям, культурно 
специфическим моделям поведения), эмуляция (подражание осмысленности, 
телеологичности и  эмпатичности действия, контекстуальность реакций). 
Миметическая агентность ИИ  настолько успешно проходит социально-
психологические барьеры признания, что общение с  более умным, пони-
мающим и внешне привлекательным ИИ-другом, доступным для глубокой 
персонализации на  открытых платформах дипфейков (candi.ai и  др.), ведет 
к появлению новых форм психологической зависимости вплоть до вообража-
емых романтических отношений [30].

Дипфейк как медиакоммуникация

В отличие от  технологий дополненной и  смешанной реальностей (от-
крытое взаимодействие человека и машины в  процессе совмещения реаль-
ного и цифрового мира) дипфейк предполагает сокрытие этого процесса, так 
как может соединять, комбинировать, заменять и  накладывать различные 
формы медиа, которые полностью стирают различие между реальной и вы-
мышленной информацией  [28]. Поэтому дипфейки, как правило, использу-
ются на платформах социальных сетей как главное средство распростране-
ния фейковой информации.

Как коммуникативный текст дипфейк обладает набором характеристик 
и  требований, необходимых для достижения своей главной цели  — праг-
матического медиаэффекта, т.е. эффекта воздействия на аудиторию за  счет 

http://candi.ai
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медийности, поликодовости, интертекстуальности и  метанарративности. 
Медийность связана не с обязательной направленностью на широкую потре-
бительскую аудиторию через средства массовой коммуникации, а с техниче-
скими, цифровыми медиумами, которые требуют подключения к источнику 
коммуникации (например, фишинговое использование подменного голоса 
начальника или родственника для выманивания денег происходит через кон-
такт по мобильному телефону или месседжер, и это тоже пример медийного 
дипфейка).

Поликодовость как совокупность интегративного и  креолизованного 
формата также характеризует дипфейк как и любой современный медиатекст. 
Различное сочетание видео, голоса, текста и изображений в одном тексте дела-
ют сообщение более эффективным. Так, в 2019 году Музей Сальвадора Дали 
во Флориде открыл выставку Dalí Lives, где при помощи ИИ «оживил» худож-
ника: посетители увидели большое количество роликов, где Дали рассказыва-
ет о своей жизни и о погоде, с ним можно было сделать селфи. В России мае 
2024 года вышел фильм «Манюня: Приключения в Москве», где была исполь-
зована цифровая модель умершего в 1997 году актера Юрия Никулина.

Опора на известность и узнаваемость заменяемого лица/голоса создает 
особую аффективную атмосферу коммуникации с миметическим объектом, 
поэтому почти 90 % всех циркулирующих дипфейков связаны с известными 
политиками, бизнесменами, шоуменами [34. С. 14]. Интертекстуальность мо-
жет обретать форму не только интериконичности, т.е. использования знако-
мых медийных образов, но и интердискурсивности — смешение и подмену 
жанров. Так, в 2019 году в интернете опубликовали deepfake-видео со спике-
ром Палаты представителей Конгресса США Нэнси Пелоси, где с помощью 
технологий ИИ ее речь была изменена так, что она плохо выговаривала сло-
ва. Пользователи, посмотревшие видео, посчитали, что политик находится 
в состоянии алкогольного опьянения, был большой скандал, и лишь спустя 
некоторое время было доказано, что речь Пелоси была сгенерирована ком-
пьютером [15. С. 11]. Скандалы, сатира, панегирики часто используются дип-
фейками в политической среде.

Метанарративность: дипфейк обретает ценность и  особую популяр-
ность, если основан на  известных всем событиях, историях, слухах, кото-
рые стали предметом пристального внимания и  обсуждения общественно-
сти. В 2023 году после начала войны между Израилем и движением ХАМАС 
обе стороны активно использовали дипфейки  — с  одной стороны, сгене-
рированные ИИ изображения жителей Газы (особенно детей) рядом с руи-
нами домов, погибшими и  ранеными, с  другой стороны, сгенерированные 
изображения, показывающие огромные толпы с израильскими флагами и во-
еннослужащих на парадах, а также дипфейковые видео мировых знаменито-
стей (с синхронизацией губ и клонированием голоса), выступающих в под-
держку Израиля [34. С. 18].
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Дипфейки могут использоваться в медиакоммуникации не как реально 
существующие медиатексты, а как нарративные клише. Медиаперсоны могут 
отрицать те и или иные обнародованные медиафакты о себе как (дип) фейко-
вые, а общественность может заподозрить власть имущих в использовании 
дипфейков для сокрытия чувствительной информации. В первом случае нар-
ратив дипфейка может быть использован, чтобы поставить под сомнение до-
стоверность предъявленных «улик» — выставить объективные доказатель-
ства как результаты цифровой фальсификации. Этот риторический прием 
приносит своего рода «дивиденды лжеца», позволяя обвиняемым уклоняться 
от ответственности за свои заявления и действия [19]. Такая тактика может 
оказывать разрушительное воздействие и  на  авторитетную журналистику, 
поскольку обвиняемые могут игнорировать попытки СМИ привлечь их к от-
ветственности за нарушения, представляя их как «фейковые новости».

Во втором случае нарративизация дипфейка носит противоположный 
вменительный характер на  основе слухов и  теорий заговора, но  и  здесь 
путаница и  скептицизм вокруг видеофактов несут подрывной заряд де-
институционализации. Например, в конце 2018 года начались спекуляции 
о  здоровье президента Габона Али Бонго, который отсутствовал в  обще-
ственной жизни несколько месяцев. Пытаясь положить конец слухам, пра-
вительство опубликовало видео, на  котором Бонго произносит традици-
онное новогоднее обращение. Однако его необычное появление заставило 
многих пользователей социальных сетей, включая местных политиков, за-
явить, что это видео — дипфейк, что укрепило их подозрения, что прави-
тельство скрывает информацию о плохом состоянии здоровья или смерти 
Бонго. Через неделю после публикации видео на фоне растущих беспоряд-
ков военные Габона предприняли попытку государственного переворота. 
В  видеоролике, анонсирующем переворот, военные упомянули странный 
внешний вид президента как доказательство того, что с ним что-то не так, 
хотя позже криминалистическая экспертиза не  обнаружила признаков 
монтажа [15. С. 10].

Дипфейк как социальная (дис) функция

С момента появления технологии GAN и ее популяризации через плат-
форму Reddit возобладал алармистский дискурс о  будущих угрозах ее  не-
добросовестной эксплуатации. Хотя ряд экспертов предостерегал от  преж-
девременной и  слишком «истеричной» реакции  [18;  20], общепринятый 
дискурс приписывает дипфейкам разрушительный характер, а  сам термин 
стигматизирован, унаследовав свой негативный и  провокационный смысл 
от  фейковых новостей, бум которых наблюдался в  период американской 
избирательной кампании 2016  года. Альтернативный нейтральный тер-
мин  — «синтетические медиа», т.е. медиасообщения, сгенерированные 
ИИ, — не прижился [25].
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Можно выделить несколько ключевых тем, вокруг которых строится 
обсуждение социального влияния дипфейков. Во-первых, поскольку дип-
фейк обычно вводит в  заблуждение относительно онтологического стату-
са медиатекстов, это источник медиа-манипуляций и  обмана. В  частности, 
дипфейк грозит подорвать общественное доверие к  визуальным медиа как 
традиционно самому надежному источнику информации и  новостей  [36]. 
Видеть (что-то) теперь не значит верить (этому). Во-вторых, дипфейки раз-
рушают политическую и  гражданскую стабильность, подрывая основы 
демократии, дестабилизируют доверие граждан к органам государственной 
власти и  правовым институтам, вводят в  заблуждение избирателей, угро-
жают общественной безопасности и обостряют социальные разногласия [4]. 
В-третьих, дипфейки способствуют нарушению норм приватности: созда-
ние реалистичных видео не всегда сопровождается получением разрешения 
на использование образа человека, что ведет к распространению компроме-
тирующей и  травмирующей информации, включая дипфейковый кибербу-
линг [7]. В-четвертых, дипфейки — инструмент киберпреступности, кибер-
войн и кибершпионажа [33].

Тенденция злонамеренного использования дипфейков в ближайшие годы 
будет нарастать в  условиях геополитической напряженности, глобальной 
конкуренции и повсеместной цифровизации услуг [23]. Но значит ли это, что 
дипфейки следует запрещать и искоренять? ИИ-технология «глубокого син-
теза» помогает совершать преступления, и подобная инструментальная роль 
в механизме преступного деяния ставит под сомнение необходимость приня-
тия специальных мер по самостоятельной криминализации дипфейка [5; 10]. 
Проблема неправомерного использования той или иной технологии не имеет 
сугубо правового решения, и, более того, сама дискуссия о вреде технологий 
политически бессмысленна. С социологической точки зрения любая иннова-
ция является социальным конструктом, в рамках которого множество групп 
пользователей и разработчиков на этапе проектирования и внедрения посто-
янно обмениваются идеями, смыслами и значениями, определяя траекторию 
развития технологии посредством зримого и незримого дискурса по согласо-
ванию общественных интересов, потребностей, идеалов и соответствующих 
решений [26].

На заре эры компьютеров в  1940–1950-е годы отношение к ним также 
было крайне неоднозначным: одни видели в  них спасение и  решение всех 
земных проблем, другие определяли их как «чудовище», «зловещее изобре-
тение», «монстра» и  т.п. Компьютеры внушали страх деградации, потому 
что в них виделась власть «запятнать или принизить человека»: люди испы-
тывали «гнев и беспомощное разочарование», потому что компьютер якобы 
«унижает человеческое достоинство» и способен привести к тому, что «лю-
дей заменят механические существа» [2. С. 472–504]. Дискурс страха перед 
сложными технологиями неизбежен, и сегодня он обретает новую воплоще-
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ние в связи с развитием ИИ, однако, только осознав вездесущее формирую-
щее влияние дискурса на техническое сознание, мы можем надеяться обре-
сти контроль над самой техникой в ее воплощенной форме [2. С. 503].

Таким образом, важно говорить не только о том, чем нам угрожает тех-
ника, но и о том, как ее можно капитализировать социально значимыми про-
ектами. Здесь можно также выделить несколько направлений.

1. Изобразительное искусство во многом является методом «глубокой 
обработки» реальности, особенно в  модернистских жанрах, что типологи-
чески сближает дипфейки и  арт. Неспроста одной из  первых востребован-
ных компьютерных программ в  мире стал графический редактор Adobe 
Photoshop, который сохраняет свою популярность и сегодня, в эпоху ИИ [17]. 
Дипфейк предполагает новый уровень работы с человеческим воображением. 
Стремление фантазировать и воплощать свои фантазии в реальность — важ-
нейший эволюционный источник развития человеческого потенциала. Люди 
фантазируют о  многом, но  мало кто в  истории был способен реализовать 
фантазии материально, вербально или визуально. С  технологией дипфейка 
эта творческая нереализованность преодолевается посредством визуального 
сторителлинга, который лежит в основе современного маркетинга, искусства 
и  инфлюэнсига. В  кинопроизводстве дипфейк уже активно используется, 
что позволяет, в частности, омолаживать актеров и возрождать их к жизни. 
Например, в сериале «Диверсант» появляется капитан Калтыгин, герой ак-
тера Владислава Галкина, умершего в 2010  году: российские разработчики 
в  области ИИ  создали цифровую модель актера, которая могла двигаться, 
разговаривать и выражать эмоции. Но технология дипфейка за счет ее про-
грессирующей доступности предоставляет возможности синтезировать об-
разы практически всем, кто хочет реализовать свой творческий потенци-
ал. Мечта обычного человека о  творческой империи обретает реальность, 
а  творчество, как никогда ранее, становится народной практикой. Важной 
традиционной составляющей популярной культуры всегда были тактики 
высмеивания и развенчания власти: анекдоты, карикатуры, граффити, мемы, 
пранки — все это формы народного сатирического обличения и осуждения 
нравов власть имущих. Дипфейки предлагают новую, более изощренную 
форму сатирической проблематизации и  развития народной демократии, 
так как способны высвечивать вопросы, которые кажутся далекими или аб-
страктными. Например, пакистанская инициатива по  борьбе с  изменением 
климата «Проект Апология» изобразила мировых лидеров, извиняющих-
ся в 2032 году за бездействие в решении экологических кризисов [24. С. 17]. 
Риторическая убедительность таких проектов обусловлена ошеломляющим 
висцеральным реализмом, помноженным на силу народной смеховой культу-
ры, которая обнажает биготизм доминирующих дискурсов и их апологетов.

2. В  образовательной сфере дипфейки обрели социальное призвание 
в  период пандемии, например, британский рекламный холдинг WPP об-
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учал сотрудников при помощи нейросети: пятьдесят тысяч человек, сидя 
дома, осваивали основы маркетинга по  видеокурсам с  виртуальным учи-
телем, который вел лекции на  трех языках одновременно (английском, ис-
панском и китайском), но обращался к каждому сотруднику лично и по име-
ни. Такой формат оказался очень выгодным: на создание двадцати роликов 
с виртуальным аватаром по технологии дипфейка WPP потратил сто тысяч 
долларов, а видео с настоящими актерами обошлось бы в десять раз доро-
же [31]. Сегодня интеграция ИИ-форматов в процесс обучения объясняется 
уже не вынуждающими условиями, а доказанной эффективностью, особен-
но в преодолении языкового барьера. Глобальная кампания по повышению 
осведомленности о  малярии с  участием Дэвида Бекхэма еще в  2019  году 
успешно разрушила языковые барьеры с  помощью рекламы, в  которой ис-
пользовались визуальные и голосовые технологии, создающие впечатление, 
что Бекхэм говорит на нескольких языках. Дипфейки разрушают языковой 
барьер во время видеоконференций, переводя речь и одновременно изменяя 
движения лица и рта, чтобы улучшить зрительный контакт и создать впечат-
ление, что все говорят на одном языке.

3. Конфиденциальность данных пациентов — один из важнейших при-
оритетов в  системе здравоохранения любой страны: законы о  защите пер-
сональных данных часто затрудняют получение и  распространение меди-
цинских изображений без идентификации личности пациентов [14]. Однако 
синтетические изображения обещают решить эту проблему: исследователи 
могут обеспечить обмен данными, сохраняя конфиденциальность пациен-
тов и создавая реалистичные синтетические данные, имитирующие особен-
ности групп больных. Помимо клинических изображений технология дип-
фейков может применяться для повышения эмпатии врачей. Исследователи 
из  Тайбэйского медицинского университета  [37]  использовали технологию 
дипфейка для создания видеороликов, имитирующих черты лица реальных 
пациентов, чтобы улучшить способность врачей интерпретировать эмоцио-
нальные состояния пациентов, сохраняя их  конфиденциальность. Система 
анализировала изображения пациентов и создавала их дипфейки, предостав-
ляя врачам информацию о  необходимости корректировать свое поведение 
в  соответствии с  ситуацией. Такой подход был направлен на  создание бо-
лее эмпатической среды, в которой пациенты чувствовали бы себя поняты-
ми и поддержанными. По мере роста интереса к технологии дипфейков и по-
вышения экономической эффективности вычислительных ресурсов можно 
ожидать более широкого внедрения соответствующих приложений в сфере 
здравоохранения. Дипфейки могут произвести революцию в  медицинской 
визуализации, повысить точность диагнозов, защитить конфиденциальность 
пациентов и улучшить их взаимодействие с врачами.

4. Бизнес: компании по всему миру заинтересованы в технологиях дип-
фейка, применимых к бренд-менеджменту, поскольку они могут существен-
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но преобразовать электронную коммерцию и рекламу. Например, с помощью 
дипфейка компании создают цифровых амбассадоров и  продвигают бренд 
по всему миру. Так называемые динамические кампании (масштабная циф-
ровая реклама с  микро-таргетингом) становятся ключевым инструментом 
в арсенале маркетологов. Дипфейки помогают брендам привлечь самых вос-
требованных знаменитостей и инфлюэнсеров из социальных сетей, а «звез-
дам» — расширить сферу деятельности, соглашаясь вести модную реклам-
ную кампанию и  моделировать одежду, даже не  приходя на  фотосессию. 
Цифровые модели с разным тоном кожи, ростом и весом могут демонстриро-
вать модные наряды для любой аудитории. Дипфейк позволяет создавать ги-
перперсонализированный контент, который превращает потребителей в мо-
делей: технология дает возможность виртуально примерять одежду, чтобы 
увидеть, как она будет смотреться, перед покупкой, и  может генерировать 
таргетированную рекламу, которая будет меняться в зависимости от време-
ни, погоды и зрителя. Розничные продавцы также могут гиперперсонализи-
ровать обслуживание, используя цифрового помощника с  «глубокой обра-
боткой», который поможет с  онлайн-запросами, будучи демографической 
и  этнической копией клиента и  говоря с ним на  его родном языке. Вместо 
того, чтобы разговаривать с безликим ботом, покупатели уже сегодня могут 
общаться с «настоящим» лицом, что повышает доверие бренду. Кроме того, 
ИИ может создавать уникальные искусственные голоса, которые позволяют 
различать компании и продукты, упрощая брендинг.

Таким образом, с позиции социального конструирования техники (SCOT) 
дипфейк формируется и развивается в результате взаимодействия двух круп-
ных, но конкурирующих социальных групп. Первая — алармистская груп-
па, в которую входят в основном журналисты, правозащитники, жертвы ки-
бермошенничества, военные, политики и законодатели. Они воспринимают 
дипфейк как угрозу национальной безопасности, инструмент дезинформа-
ции, подрыва институционального доверия и  разрушения зоны приватно-
сти. Представители этой группы концентрируются на рисках кибербезопас-
ности, политических манипуляциях и  моральных издержках, связанных 
с утратой границы между подлинным и симулированным. Доминирующая 
позиция этой группы порождает общественный страх перед дипфейками, 
усиливая регулятивное давление на технологические инновации и формируя 
нормативный дискурс о  контроле, запретах и  уголовной ответственности. 
Вторая — вэлферистская — группа включает в себя программистов, незави-
симых художников, культурных активистов, предпринимателей, врачей и ра-
ботников образования. Для них дипфейк — прежде всего эффективный ин-
струмент решения общественно значимых задач, укрепления гражданского 
общества и расширения человеческого опыта. Разработчики видят в дипфей-
ках экспериментальную лабораторию для развития новых форм цифрового 
творчества, художники — медиум для политической сатиры и социальной 
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критики, врачи и педагоги — способ сделать коммуникацию более персона-
лизированной и эмпатичной, бизнес — инструмент креативного маркетинга 
и улучшения клиентского опыта. Эти практики не только способны компен-
сировать рискогенность данной технологии, но и демонстрируют ее реаль-
ный потенциал как источника общественного блага (вэлферизм) — отсюда 
социально-конструктивистское влияние этой группы: она задает перспекти-
ву нормализации и культурной легитимации дипфейков в профессиональной 
и повседневной жизни.

Противостояние двух групп отражает борьбу за символическое господ-
ство в  определении того, что считать «правильным» и  «опасным» в  при-
менении технологий ИИ. Этот конфликт постепенно переходит в  фазу по-
иска баланса в  сфере правового регулирования и  киберэтики. Имеющиеся 
правовые модели эффективно реализуются через регулирование распро-
странения фальсифицированных аудиовизуальных материалов (например, 
Китай и  Южная Корея требуют маркировки синтетического контента  [4]). 
Корпоративные механизмы включают в  себя автоматизированные системы 
распознавания дипфейков, фильтрацию и ограничение их загрузки на меди-
аплатформах, например, через технологию «управления сходством» (likeness 
management technology). Этические модели формируются посредством согла-
сования профессиональных кодексов, прав человека и  локальных политик, 
призывая к  прозрачности протоколов «синтетических медиа» и  уважению 
цифровой идентичности [24].

***

Как мы  видим, дипфейки по-разному, но  эффективно реализуют важ-
нейший тип социальной власти в современном обществе — власть цифровой 
репрезентации, которая, согласно М.  Фуко, активно говернментализирует 
сферу власти на смешанные формы агентности. Проблема власти — ключе-
вая в  отношениях между ИИ  и  человеком, поскольку в  них задействована 
сеть агентов — от государства, его институтов до программистов, граждан-
ских активистов и рядовых пользователей, а также самого ИИ, который ми-
метически и рекурсивно воздействует на человека. Кто кого контролирует, 
кто кому подчиняется и кто здесь главный — неясно, но с социологической 
точки зрения технологии, обретающие власть, тем более эпистемическую 
власть над человеком, требуют анализа не технических, а социальных аспек-
тов их  конструирования как процесса взаимного приспособления внутри 
сети. Дальнейшее развитие и  адекватное применение дипфейков возмож-
но только при условии признания их сетевой (социотехнической) природы. 
Необходимо сместить научный и общественный дискурс с алармистских за-
явлений о  рискогенной феномена к  изучению интеграции дипфейков в  со-
циальные практики, формированию медиаграмотности и  киберэтики, по-
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вышению уровня кибербезопасности и  выявлению оптимальных моделей 
управления дипфейками в общественных интересах. Как и в случае с дру-
гими инновационными технологиями, ключ к  контролю над дипфейками 
лежит не  в  запрете, а  в  глубоком понимании механизмов их  социального 
функционирования и  целенаправленном формировании контекстов их  от-
ветственного этического использования.
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Abstract. Deepfakes as  digital artifacts created with deep machine learning have already 
become a common phenomenon with multiple forms, but social consequences of this technology are 
still controversial. The authors conducted a sociological analysis based on the social construction 
of  technology theory (SCOT) and cultural sociology to  identify three intertwined levels of  the 
deepfake as an artifact: (a) technical — based on generative neural networks capable of creating 
highly realistic content and providing artificial intelligence (AI) with features of a perfect mimetic 
object, thus, overcome barriers of social recognition; (b) media — mechanisms of pragmatic impact, 
including creolization, intertextuality and metanarrativity; (c) social — functions and dysfunctions 
of  deepfakes and also social domains that change under their influence. The social significance 
of deepfakes is ambivalent: on the one hand, this technology is highly risky, produces significant 
threats to privacy, cybersecurity, and social stability; on the other hand, it provides previously unseen 
opportunities for development in the fields of art, education, healthcare and business. This approach 
allows to  overcome the limitations of  the dominant alarmist discourse that reduces deepfakes 
to  tools of disinformation and fraud, thus revealing the social construction of  technical artifacts. 
Despite the obvious discursive stigmatization in the very portmanteau “deepfake”, it is important 
to see the satirical potential of such media as a tool for maintaining democratic culture. In the mixed 
communication perspective, deepfakes ensure visible prosopopean transmobility of AI,  creating 
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new forms of  social agency through the mechanisms of  social mimesis. The most technically 
advanced deepfakes generate virtual personas capable of effective mimetic communication beyond 
the “uncanny valley”. Their quasi-human subjectivity is recognized as normal and credible, since the 
conditions for constructing a significant Other are mimetic: mimicry (of human visceral features); 
imitation (of social actions); emulation (of meaningfulness and empathy). As with other innovative 
technologies, the key to controlling deepfakes is not its prohibition but a deep understanding of its 
social construction together with reasonable modes of its management in the interests of the public 
good.
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