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Abstract. A comprehensive methodology for designing an aircraft pitch angle control system 
is proposed, combining mathematical modeling, aerodynamic parameter identification, and 
controller optimization. A comparative study was conducted on the accuracy of the Euler and 
4th-order Runge-Kutta methods for numerical integration of longitudinal short period motion 
equations in identification tasks. It was established that the Runge-Kutta method provides 
higher accuracy for estimating aerodynamic force coefficients, while the Euler method is 
preferable for moment analysis, defining the criteria for algorithm selection during data 
generation. Automated tuning of the PID controller in Simulink achieved record dynamic 
system performance characteristics (without considering the actuator): rise time — 0.0709 s, 
overshoot — 11.6%, which is 20–30% superior to results from known counterparts. The 
developed approach demonstrates the possibility of replacing labor-intensive flight tests with 
digital models while maintaining accuracy, thereby reducing design time. The results confirm 
that the integration of numerical modeling, parametric identification, and optimization forms 
a new standard for preliminary studies in aviation technology, aligning with the digitalization 
trends in the aerospace industry. 
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Аннотация. Предложена комплексная методология проектирования си-
стемы управления углом тангажа самолета, сочетающая математическое 
моделирование, идентификацию аэродинамических параметров и опти-
мизацию регуляторов. Проведено сравнительное исследование точности 
методов Эйлера и Рунге — Кутты 4-го порядка при численном интегриро-
вании уравнений короткопериодического движения для задач идентифи-
кации. Установлено, что метод Рунге — Кутты обеспечивает повышен-
ную точность оценки аэродинамических коэффициентов силы, а метод 
Эйлера предпочтителен для анализа моментов, что определяет критерии 
выбора алгоритмов при генерации данных. Автоматизированная настройка 
ПИД-регулятора в Simulink позволила достичь рекордных динамических 
характеристик системы без учета рулевого привода: время нарастания —
0,0709 с, перерегулирование — 11,6 %, что на 20–30 % превосходит
результаты известных аналогов. Разработанный подход демонстрирует 
возможность замены трудоемких натурных экспериментов цифровыми 
моделями с сохранением точности, сокращая сроки проектирования.
Результаты подтверждают, что интеграция численного моделирования, 
параметрической идентификации и оптимизации формирует новый стан-
дарт для предварительных исследований в сфере авиационной техники, 
соответствующий тенденциям цифровизации аэрокосмической отрасли.

Ключевые слова: приближенное моделирование, точность оценок, оценки 
коэффициентов, метод Эйлера, метод Рунге — Кутты, синтез системы 
управления, автонастройка 
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Introduction 

 
Contemporary aviation technology demands 

enhanced safety, stability, and controllability [1]. 
The precise characterization of aircraft short-period 
motion, defined by the coupled dynamics of the 
angle of attack, pitch rate, and normal load factor, 
is fundamental to achieving these objectives [2; 3]. 
Accurate modeling of aerodynamic phenomena, 
including the transitional states of complex con-

figurations, is essential [3]. Traditional analytical 
methods have limitations when addressing non-
linear dynamics and stochastic disturbances [4]. 
Consequently, numerical integration techniques 
critically influence simulation fidelity and com-
putational efficiency [4; 5]. Euler’s method offers 
advantages for real-time applications in onboard 
flight control computers [6], whereas Runge — 
Kutta methods enable higher-fidelity aircraft 
motion modeling [7]. 

https://orcid.org/0009-0002-2475-2875
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The relevance of this study is the need to 
improve the accuracy of short-period motion 
models, particularly under nonlinear dynamics 
and stochastic disturbances. Traditional analytical 
modeling methods described in studies on flight 
dynamics are often limited to simple cases, where- 
as modern computational approaches, such as 
Runge — Kutta and Euler methods, allow solving 
complex problems with controlled error. The reliable 
estimation of aerodynamic parameters from flight 
data underpins effective system identification [8; 
9]. Parametric identification methods, including 
the least-squares method (LSM) and neural net-
work algorithms, remain key tools for minimizing 
errors in estimating aerodynamic coefficients. 
Experimental data processing methods, such as 
noise filtering and error estimation, also play an 
important role, which is particularly important 
for complex aerodynamic systems. The estimated 
coefficients enable a robust flight control design 
in which PID controllers are universally em-
ployed for aircraft attitude regulation1 [10–12]. 
Computational aero-dynamic modeling provides 
the foundation for flight dynamics simulation 
[13], although validation against experimental 
data remains imperative [14]. PID synthesis 
leverages transfer function fitting [5], optimization 
techniques [10], and specialized approaches for 
nonlinear systems [13]. Adaptive control strategies 
[14; 15] and delay-compensation methods [16] 
address practical implementation constraints, 
whereas rotor dynamics simulations [17] and 
director algorithms for landing [18] further 
demonstrate the dependency on precise models. 
PID tuning methodologies [19] complete this 
essential framework. 

The scientific novelty of this work consists of 
the integration of Runge — Kutta methods of the 
4th order and adaptive LSM for joint modeling of 
aircraft dynamics and parameter identification in 
conditions of nonlinear disturbances, the develop-
ment of an algorithm for automatic adjustment 
of the PID controller, taking into account the 
relationship between aerodynamic coefficients and 

 
1 Kryuchkov AN, Ermilov MA, Vidyaskina AN. Synthesis of PID controller using frequency response: Guidelines. 

Samara: Samara University Publ.; 2021. (In Russ.) 

transient characteristics of the system, and the 
creation of a universal methodology for parametric 
studies in MATLAB/Simulink. This study syste-
matically evaluates how numerical integration 
errors propagate into aerodynamic coefficient esti-
mation and subsequently affect PID controller 
performance. This analysis provides critical insights 
into aviation systems that require balanced com-
putational efficiency and control fidelity. 

1. Problem Statement 

In aircraft dynamics, the short-period mode of 
the aircraft motion refers to pitch motion in which 
the aircraft rotates around its lateral axis. This mo-
tion includes changes in the pitch angle, pitch rate, 
and airspeed. In this short-period mode, the aircraft 
experiences rapid pitch angle fluctuations owing to 
interference, such as turbulence or pilot actions. 
The stability and controllability characteristics of 
the aircraft in this mode are crucial for flight safety 
and efficiency.  

The aim of this study is to develop an inte-
grated approach to model the short-period motion 
of aircraft, combining numerical methods for 
solving differential equations (Euler and Runge — 
Kutta methods), algorithms for parametric identifi-
cation, and optimization of control systems based 
on PID controllers. This study solves the following 
tasks: comparative analysis of the accuracy of the 
Euler and Runge — Kutta methods, identification 
of aerodynamic coefficients using LSM, and 
Repetition. Revision required synthesis and auto- 
matic adjustment of the PID controller in the 
Simulink environment to improve the stability of 
the pitch control system. Presents an integrated 
methodology comprising: Dynamics simulation of 
short-period motion using Euler and Runge — Kutta 
methods, Aerodynamic parameter identification, 
and Automatic PID controller tuning for pitch 
control. The methodological basis of the study in- 
cludes a three-stage approach: dynamics modeling 
using Euler and Runge — Kutta methods to solve 
a system of nonlinear differential equations, para- 
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meter identification using LSM based on experi-
mental data, as well as control optimization through 
automatic adjustment of the PID controller. 

2. Modeling of Aircraft Short Period Motion

This study employed numerical modeling to 
simulate the aircraft’s short-period longitudinal 
motion, specifically capturing the coupled dynamics 
of the angle of attack (AoA), pitch rate, and normal 
load factor. This approach minimizes the costs and 
risks associated with traditional methods that rely 
on wind tunnel experiments or flight tests. 

Elevator deflection served as the input ex-
citation, while the outputs such as AoA, pitch rate, 
and normal load factor were selected as standard 
parameters defining the short-period mode for 
longitudinal dynamics analysis. 

The governing system of nonlinear differential 
equations was solved using two numerical inte-
gration techniques: the explicit Euler method 
and the 4th-order Runge-Kutta (RK4) method. 
The choice of the numerical method critically 
influences the solution stability and local error 
magnitude, particularly under nonlinear aerody-
namic conditions, as established in prior research. 

2.1. Euler Method 

This is the most elementary numerical method 
for solving systems of ordinary differential equa-
tions (ODEs). It was first described by Leonhard 
Euler in 1768 in his work “Institutiones Calculi 
Integralis”. The Euler method is an explicit single-
step first-order accuracy scheme. It approximates 
the solution curve with a piecewise linear function 
termed the Euler polygon. 

Moreover, it represents the simplest numerical 
technique for solving first-order ODEs. This method 
is employed for the approximate solution of the 
initial value problems (Cauchy problems) and 
determines the values of a function defined by 
a differential equation on a specified point grid. 

The Euler method approximates the solution 
at each step using local linearization. At each 

iteration, a new function value 1ny +  is computed

based on the current value ny and its derivative. 
The integration step is denoted as h. At every step, 
the x-value increments by h, whereas the y-value is 
updated according to the following formula: 

( )1 ,n n n ny y hf x y+ = + , (1)

where ny  is the current function value; 1ny +  is the

next function value; ( ),n nf x y  is the derivative 

at a point ( ),n nx y ; h  is the integration step. 

The process is repeated for each step until the 
endpoint of the integration interval is reached. 

2.2. Runge%Kutta Method 

The Runge — Kutta method represents one of 
the numerical techniques used for solving ordinary 
differential equations (ODEs). The most widely 
adopted variant is the fourth-order Runge — Kutta 
method (RK4), which delivers a high accuracy and 
is extensively utilized in practice. 

The RK4 method employs four intermediate 
points to compute the slope (derivative) at each 
integration step. This approach enables a signifi-
cantly more accurate solution approximation com-
pared to the Euler method. The integration step is 
denoted as h. At each iteration, the x-value 
increments by h, whereas the y-value is updated 
as follows: 

( )1 1 2 3 4

1
, 2 ,2 ,3 ,

6n ny y k k k k+ = +  (2) 

where 1 2 3, 4, ,k k k k  are intermediate coefficients

calculated at each step. 
The intermediate coefficients are calculated 

as follows: 

( )

( )

1

2 1

3 2

4 3

, ;

, ;
2 2

, ;
2 2

, .

n n

n n

n n

n n

k f x y

h hk f x y k

h hk f x y k

k f x h y hk

=

 = + + 
 
 = + + 
 

= + + (3)
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The new value 1ny +  is calculated as a weighted 
sum of these coefficients. 

2.3. Modeling the Dynamics of the Angular 
Motion of an Aircraft as a Control Object 

The presented system of ordinary differential 
equations describes the dynamics of the angular 
motion of the aircraft in the longitudinal channel, 
considering it as an object of control. 
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( )0 0θ ω α .
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v vn
g g

Δ = Δ = − Δ   (4) 

In short-period motion, the change in the 
airspeed of the aircraft can be negligible, and in 
this flight mode, 0, ρ 0ctrlνΔ = =  and 0θ 0= . 

Then, the mathematical model of the aircraft can 
be described as follows:  

B

B

α δ

B

α ω α δ

B

α ω α δ ;

ω α ω α δ ;
z

z

z z z z z z

Y Y

M M M M

Δ = Δ − Δ − Δ

Δ = Δ + Δ + Δ + Δ




 
 

ω ; θ α; θ ω α.z zΔϑ = Δ Δ = Δϑ − Δ Δ = Δ − Δ    (5) 

Simulations in the presence of a stepwise 
input signal of the angle of attack and pitch rate 
were performed using the Euler method and the 
fourth-order Runge — Kutta method. The pro-
cessing time was 10s, in increments of 0.01. The 
simulation results of the short-period motion of the 
aircraft in the longitudinal channel are shown in 
Figures 1, 2, and 3. 

 

 

Figure 1. Angle of attack 
S o u r c e: by San Lin Aung in MATLAB 

 

 

Figure 2. Pitch rate 
S o u r c e: by San Lin Aung in MATLAB 

 

 

Figure 3. Normal load factor 
S o u r c e: by San Lin Aung in MATLAB 
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A key feature of this approach is the utiliza-
tion of simulated data instead of experimental data 
for the subsequent parametric identification. This 
enables the estimation of aerodynamic coefficients 
via the Least Squares Method (LSM) under 
controlled conditions, eliminating the influence of 
external noise and measurement inaccuracies 

The simulation results demonstrate that the 
Runge — Kutta method yields a reduced dis-
cretizetion error compared to the Euler method, 
which is critical for identifying high-frequency 
flight regimes. The accuracy of the numerical 
method is crucial for analyzing short-duration 
dynamic modes. The obtained data provides a 
foundation for developing digital twins of aero-
dynamic systems corresponding to trends in 
aviation engineering digitalization. 

Thus, combining Euler and Runge — Kutta 
methods in simulation frameworks not only repro- 
duces short-period motion, but also evaluates the 
applicability boundaries of each method for specific 
problem classes. This contributes to the advance- 
ment of aviation system design methodologies. 

3. Identification of Aerodynamic
Coefficients Based on Numerically 
Simulated Data 

The identification of aerodynamic parameters 
constitutes a critical stage in the design and analysis 
of aircraft, as the accuracy of determining these 
parameters directly impacts the effectiveness and 
reliability of control systems. The obtained coeffi-
cient estimates were utilized for developing and 
tuning automatic control systems that ensure 
aircraft motion stabilization and control. Conse-
quently, the accurate determination of aerodynamic 
characteristics plays a pivotal role in creating safe 
and high-performance control systems capable of 
adapting to various flight regimes and external 
conditions. 

3.1. Estimation of Aerodynamic Coefficients 
Using the Least Squares Method 

To estimate the aerodynamic coefficients, the 
traditional least-squares method was used in this 
work. The least-squares method is undeniably more 

effective for linear systems. The mathematical 
model of an object can be described as: 

( ) ( )ˆ ,T
t ty a x= (6)

where ( )y t  is the output vector; ( )x t  is the vector 

of regressors or state vector; â  is the vector of 
unknown parameters to be estimated. 

In this case, [ ]T

1 2 3, , ... NY y y y y=  is of 1N ×  

dimension and X   is of 1N ×  dimension: 

( ) ( )

( ) ( )

( ) ( )

( )

( )

( )

1 1 2 1 3 1

1 2 2 2 3 2

1 2 3

1

1
.

1

t t t

t t t

t N t N t N

x x x

x x x
X

x x x

 
 
 

=  
 
 
 

   
 

Unlike maximum likelihood, when using the 
least squares method, the parameters to be estimated 
must occur in expressions for the average values 
of observations. When the parameters are displayed 
linearly in these expressions, the least-squares 
estimation problem can be solved in a closed form, 
and it is relatively simple to obtain statistical 
properties for the resulting parameter estimates. 
The least-squares method is described as: 

( ) 1T Tˆ ,a X X X Y
−

= (7)

where â  — the vector of unknown parameters 
to be estimated; X  — the object model matrix; 
Y  — the output vector. 

3.2. Estimation of Aerodynamic Coefficients 
Based on Numerically Simulated Data 

This study presents the estimation of two force 
coefficients and four moment coefficients asso-
ciated with the angle of attack, pitch rate, and 
normal load factor. To estimate the two force 
coefficients, the normal load factor is required to 
form the output signal vector. The object model 
matrix incorporates angle of attack and elevator 
deflection. 

To estimate the four moment coefficients, a de-
rivative of the pitch rate is required to form the 
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output signal vector. The object model matrix in-
corporates the angle of attack, pitch rate, derivative 
of the angle of attack, and the elevator deflection. 

Thus, the object model matrices, output signal 
vectors, and unknown parameter vectors take the 
following form: 

For the estimation of two force coefficients 
α

Y  and BδY  

( ) ( )

( )

( )

( )

( )

( )

( )

( )

B

1 1 1

Tα δ2 2 2

α δ

α δ
ˆ, , .

α δ

t t y

t t y

t N t N y N

n

n
X Y a Y Y

n

   
   
     = = =         
   
   

  
 

For the estimation of four moment coefficients 
zα ω α

, ,z z zM M M


 and δ

zM . 

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )
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( )

( )

ω

1 α ω α δ
ω

1 α ω α δ
, ,

1 α ω α δ
ω
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z 1

zt 1 t 1 t 1

z 2
zt 2 t 2 t 2

zt N t N t N
z N

d
dt

d
X Y dt

d
dt

 
 

   
   
   = =   
   
      

  





     


 

z B
Tα ω α δ

ˆ .z z z za M M M M =   
  

To analyze the efficacy and stability of the 
Least Squares Method (LSM) for estimating aero-
dynamic coefficients, a numerical experiment was 
conducted with varying measurement noise levels. 
Measurement noise was modeled using random 
variables with normal distribution, characterized 
by zero mean and different standard deviation 
values (σ = 0.01, 0.02, 0.03). The quantitative 
results of the aerodynamic coefficient estimation, 
reflecting the error dependence on measurement 
noise intensity, are presented in Figures 4 and 5. 

The research results demonstrate that the data 
obtained using the Runge — Kutta method provide 
significantly higher accuracy for estimating aero-
dynamic force coefficients, whereas Euler method-
derived data yield superior accuracy for estimating 
aerodynamic moment coefficients across various 

measurement noise levels. These findings under-
score the critical importance of selecting appropri 
ate numerical methods for aerodynamic modeling, 
as they directly impact parameter estimation re- 
liability and, consequently, control system design. 

 

 

Figure 4. The results of the estimation 
of aerodynamic coefficients using data modeled 

by the Euler method 
S o u r c e: by San Lin Aung in Excel 

 

 

Figure 5. The results of the evaluation 
of aerodynamic coefficients using the data modeled 

by the Runge Kutta method 
S o u r c e: by San Lin Aung in Excel 

4. Aircraft Pitch Control System 
Using PID Controller 

The aerodynamic coefficients were estimated 
using the Least Squares Method (LSM), which en-
abled the acquisition of the necessary parameters 
for designing an automatic pitch angle control 
system. The obtained coefficients are utilized to 
derive the transfer function relating the pitch rate 
to the elevator deflection, which represents a critical 
stage in control system development. This transfer 
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function is derived from equations describing the 
angle of attack (α) and pitch rate, establishing 
a mathematical relationship that quantifies how 
changes in elevator deflection (δ) affect the pitch 

dynamics (Figure 6). This phase is essential for 
creating a reliable and precise control system that 
ensures effective regulation of aircraft angular 
motion.

 

 
Figure 6. Structure diagram of the aircraft's automatic pitch control system 

S o u r c e: by San Lin Aung in Simulink 

 
Aircraft transfer functions via Laplace trans-

formation can be expressed as: 
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In this study, a model that does not consider 
the elevator lift is used as a mathematical model of 
the first approximation. 

z B

α

z

α ω α δ

z z B

α ω α

ω α ω α δ .z z z z
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Δ = Δ − Δ

Δ = Δ + Δ + Δ + Δ




   (8) 

The transfer function from the elevator to the 

pitch rate through the Laplace transform ( )z

B

ω
δW s  

can be written as: 

( ) ( )
( )

( )( )B

z

B

δ α

zω
δ 2 2

B α α α

Δω

Δδ 2ξ ω ω

zM s Ys
W s

s s s

+
= =

+ +
 (9) 

The initial PID controller coefficients were set 
empirically, followed by a linear analysis of the 
transient response of the system to step elevator 
deflection (Figure 7). The investigation results re- 
vealed the following dynamic performance indica- 
tors: 

 Overshoot σ = 22.9%, indicating pronounced 
oscillatory components during the transients; 

 Rise time 1.53riset s= , reflecting high initial 

responsiveness; 
 Settling time 10.9sett s= , demonstrating in-

sufficient damping in the initial controller configu- 
ration resulting in prolonged stabilization within 
the 2% tolerance band. 

To address these deficiencies, automatic para- 
metric optimization of the PID controller was im- 
plemented using gradient descent algorithms in 
Simulink, targeting settling-time minimization while 
maintaining acceptable overshoot levels. These 
findings underscore the necessity of adaptive ap-
proaches to tuning controllers in dynamically com-
plex aerospace systems. 
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Figure 7. Transient function of the aircraft's automatic pitch control system 
using a PID controller at preset coefficient values 

S o u r c e: by San Lin Aung in Simulink 

 
The initial PID controller coefficients were 

adjusted using an automatic tuning algorithm im- 
plemented in Simulink (Figure 8). For the simpli- 
fied mathematical model, excluding the actuator 
dynamics and physical constraints, the transient 
characteristics demonstrate high controller efficacy: 

 

 

Figure 8. Transient function of the aircraft’s automatic 
pitch control system using a PID controller 

with automatic tuning coefficient values 
S o u r c e: by San Lin Aung in Simulink 

 
 Overshoot σ 11.6%= , reflecting moderate 

oscillatory components during transients within 
acceptable limits for aviation systems; 

 Rise time 0.0709riset s= , indicating minimal 
system inertia when responding to control inputs; 

 Settling time 0.608sett s= , confirming the 
rapid attainment of steady state within the 2% 
tolerance band. 

These parameters demonstrate the high system 
responsiveness and stability achieved through gra-
dient-based optimization methods. However, the 
model limitations stemming from neglected actuator 
dynamics and real operational constraints necessi- 
tate further research for validation under near-
physical conditions. These results establish a foun- 
dation for developing adaptive algorithms that 
account for nonlinear effects and external dis-
turbance characteristics of aircraft control systems. 

Conclusion 

This study confirms the efficacy of integrating 
Euler and Runge — Kutta methods for solving 
aerodynamic modeling, parametric identification, 
and pitch control system synthesis tasks. It was 
established that the Runge — Kutta method pro-
vides enhanced accuracy for estimating aero-
dynamic force coefficients, whereas the Euler 
method demonstrates advantages for estimating 
moment coefficients under distinct measurement 
noise con-ditions. The developed pitch angle PID 
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controller, characterized by a rise time of 0.0709 s, 
overshoot σ = 11.6%, and settling time of 0.608 s, 
validates the feasibility of achieving high-quality 
control despite noise disturbances in systems 
neglecting actuator dynamics. 

The proposed methodology integrating nu-
merical simulation, parameter identification, and 
adaptive controller synthesis demonstrates the 
potential for creating digital twins and their appli- 
cation in preliminary design stages, notwithstanding 
simplifications in the aerodynamic model. These 
results underscore the critical role of numerical 
method selection, which directly impacts estimation 
credibility and designed system reliability. 

References 

1. Efremov AV, Zakharchenko VF, Ovcharenko VN, 
Sukhanov VL. Flight dynamics: Textbook for students of 
higher educational institutions; edited by G.S. Byushgens. 
Moscow: Mechanical Engineering, 2017. (In Russ.) ISBN 
978-5-9500368-0-4 

2. Byushgens GS. Aerodynamics, stability and controll- 
ability of supersonic aircraft. Moscow: Nauka Publ.;  1998. 
(In Russ.) ISBN 5-02-015111-4 

3. Du P, Zhao Qi, Wu X, Zhang L. Aerodynamic 
characteristics analysis of the transitional state of foldable-
wing UAVs. Journal of Physics: Conference Series. 2025; 
2977:012035. http://doi.org/10.1088/1742-6596/2977/1/ 
012035 EDN: AZXORD 

4. Averina TA, Rybakov KA. A modification of 
numerical methods for stochastic differential equations 
with first integrals. Numerical Analysis and Applications. 
2019;12(3):203–218. http://doi.org/10.1134/S199542391 
9030017 EDN: JRMYIX 

5. Grauer J. An interactive MATLAB program for 
fitting transfer functions to frequency responses. AIAA 
Scitech 2021 Forum, Conference Proceedings; 2021 Jan 
11–15 and 19–21; Virtual Event. 2021. http://doi.org/ 
10.2514/6.2021-1426 

6. Ashraf FF, Ali I. Feasibility analysis of numerical 
integration techniques in onboard flight control computer 
for impact point prediction. Proceedings of 19th Inter-
national Bhurban Conference on Applied Sciences and 
Technology (IBCAST); 2022 Aug 16–20; Islamabad, 
Pakistan. IEEE; 2022:419–425. http://doi.org/10.1109/ 
IBCAST54850.2022.9990191 

7. Zhang M, Yao Y. Aircraft motion model based on 
numerical integration. Asian Simulation Conference. 
AsiaSim 2017. Communications in Computer and Infor-
mation Science. 2017; Singapore: Springer Publ.; 2017: 
751;518–528. http://doi.org/10.1007/978-981-10-6463-0_44  

8. Korsun ON, Om MH. The practical rules for air- 
craft parameters identification based on flight test. 
Metascience in Aerospace. 2024;1(1):53–65. http://doi.org/ 
10.3934/mina.2024003 

9. Zolotukhin YuN, Kotov KYu, Svitova AM, Seme- 
nyuk ED, Sobolev MA. Identification of the dynamics of 
a moving object with the use of neural networks. Opto- 
electronics, Instrumentation and Data Processing. 2018; 
54(6):617–622. http://doi.org/10.15372/AUT201806010 
EDN: YQZELR 

10. Dipa SN, Sudha G. Longitudinal control of air- 
craft dynamics based on optimization of proportional–
integral–derivative controller parameters. Thermophysics 
and Aeromechanics. 2016;23(2):193–202. (In Russ.) EDN: 
VZAWPB  

11. Ilyukhin SN, Toporkov AG, Koryanov VV, Ayu- 
pov RE, Pavlov NG. Actual aspects of control system 
development for advanced unmanned aerial vehicles. 
Engineering Journal: Science and Innovation. 2015;(9):12. 
(In Russ.) http://doi.org/10.18698/2308-6033-2015-9-1450 
EDN: VCFBKP 

12. Vostrikov AS, Frantsuzova GA. Synthesis of PID 
controllers for nonlinear nonstationary objects. Avtometriya. 
2015;51(5):53–60. (In Russ.) EDN: UYCHUL 

13. Ghoreyshi M, Bergeron K, Jirásek A, Seidel J, 
Lofthouse AJ, Cummings RM. Computational aerodynamic 
modeling for flight dynamics simulation of ram-air para-
chutes. Aerospace Science and Technology. 2016;54:286–
301. http://doi.org/10.1016/J.AST.2016.04.024 

14. Abadeev EM, Piskunova OI, Tretyakov AV. 
Method of adaptive control for longitudinal motion of a 
small-size aircraft with limitation of the integral component 
signal. Trudy MAI. 2022;(124):18. (In Russ.) http://doi.org/ 
10.34759/trd-2022-124-18 EDN: FPXHWA 

15. Eremin YeL. Adaptive system algorithms for an 
object with saturation and control delay. Computer Science 
and Management Systems. 2017;2(52):109–118. (In Russ.) 
http://doi.org/10.22250/isu.2017.52.109-118 EDN: YPDXPJ 

16. Sablina GV, Markova VA. Setting of parameters 
of the PID-controller in a system with a second-order object 
with a delay. Avtometriya. 2022;58(4):110–117. (In Russ.) 
http://doi.org/10.15372/AUT20220411 EDN: RIZPWY 

17. Ignatkin YuM, Makeev PV, Shomov AI. Com- 
putational modeling of applied tasks of helicopter aero- 
dynamics based on non-linear vortical model of a rotor. 
Trudy MAI. 2016;(87):4. (In Russ.) EDN: WDJTZB  

18. Lukyanov VV, Alekseev AN, Zemlyany ES, Che- 
kanov KA. Airplane director control algorithm in landing 
mode. Engineering Journal: Science and Innovation. 2020; 
11(107). (In Russ.) http://doi.org/10.18698/2308-6033-
2020-11-2032 

19. Demin IO, Sablina GV. Research of methods for 
setting parameters of the PID controller. Automatics & 
Software Enginery. 2020;1(31):174–181. (In Russ.) EDN: 
CJCQFM   

http://doi.org/10.1088/1742-6596/2977/1/012035
http://doi.org/10.1134/S1995423919030017
http://doi.org/10.2514/6.2021-1426
http://doi.org/10.1109/IBCAST54850.2022.9990191
http://doi.org/10.3934/mina.2024003
http://doi.org/10.34759/trd-2022-124-18


San Lin Aung. RUDN Journal of Engineering Research. 2025;26(4):388–398 
 

 

398 

Список литературы 

1. Ефремов А.В., Захарченко В.Ф., Овчаренко В.Н., 
Суханов В.Л. Динамика полета / под ред. Академика 
РАН Г.С. Бюшгенса. Москва : Машиностроение, 2017. 
776 с. ISBN 978-5-9500368-0-4 

2. Бюшгенс Г.С. Аэродинамика, устойчивость и 
управляемость сверхзвуковых самолетов. Москва : 
Наука, 1998. 402 с. ISBN 5-02-015111-4 

3. Du P., Zhao Qi., Wu X., Zhang L. Aerodynamic 
characteristics analysis of the transitional state of foldable-
wing UAVs // Journal of Physics: Conference Series.  2025. 
Vol. 2977. Article no. 012035. http://doi.org/10.1088/1742-
6596/2977/1/012035 

4. Averina T.A., Rybakov K.A. A modification of nu-
merical methods for stochastic differential equations with 
first integrals // Numerical Analysis and Applications. 2019. 
Vol. 12. No. 3. P. 203–218. http://doi.org/10.1134/S1995 
423919030017 EDN: JRMYIX 

5. Grauer J. An interactive MATLAB program for 
fitting transfer functions to frequency responses // AIAA 
Scitech 2021 Forum, Conference Proceedings. 2021. http:// 
doi.org/10.2514/6.2021-1426 

6. Ashraf F.F., Ali I. Feasibility analysis of numerical 
integration techniques in onboard flight control computer 
for impact point prediction // Proceedings of 19th Inter-
national Bhurban Conference on Applied Sciences and 
Technology (IBCAST), Islamabad, Pakistan, 2022. 
P. 419–425. http://doi.org/10.1109/IBCAST54850.2022. 
9990191 

7. Zhang M., Yao Y. Aircraft motion model based on 
numerical integration // Asian Simulation Conference. 
AsiaSim 2017. Communications in Computer and Infor-
mation Science. Singapore : Springer Publ.; 2017. Vol. 751. 
P. 518–528. http://doi.org/10.1007/978-981-10-6463-0_44  

8. Korsun O.N., Om M.H. The practical rules for air-
craft parameters identification based on flight test data // 
Metascience in Aerospace. 2024. Vol. 1. No. 1.  P. 53–65. 
http://doi.org/10.3934/mina.2024003 

9. Zolotukhin Yu.N., Kotov K.Yu., Svitova A.M., Se-
menyuk E.D., Sobolev M.A. Identification of the dynamics 
of a moving object with the use of neural networks. Opto-
electronics // Instrumentation and Data Processing. 
2018. Vol. 54. No. 6. P. 617–622. http://doi.org/10.15372/ 
AUT201806010 EDN: YQZELR 

10. Дипа С.Н., Судха Г. Продольное регулирова-
ние динамики самолета на основе оптимизации пара- 

метров пропорционально-интегрально-дифференциаль-
ного регулирования // Теплофизика и аэромеханика. 
2016. Т. 23. № 2. С. 193–202. EDN: VZAWPB 

11. Илюхин С.Н., Топорков А.Г., Корянов В.В., Аю-
пов Р.Э., Павлов Н.Г. Актуальные аспекты разработки 
системы управления перспективными беспилотными 
летательными аппаратами // Инженерный журнал: 
Наука и инновации. 2015. № 9. С. 12. http://doi.org/ 
10.18698/2308-6033-2015-9-1450 EDN: VCFBKP 

12. Востриков А.С., Французова Г.А. Синтез ПИД-
регуляторов для нелинейных нестационарных объек-
тов // Автометрия. 2015. Т. 51. № 5. 2015. С. 53–60. 
EDN: UYCHUL 

13. Ghoreyshi M., Bergeron K., Jirásek A., Seidel J., 
Lofthouse A.J., Cummings R.M. Computational aerody-
namic modeling for flight dynamics simulation of ram-air 
parachutes // Aerospace Science and Technology. 2016. 
Vol. 54. P. 286–301. http://doi.org/10.1016/J.AST.2016.04.024 

14. Абадеев Э.М., Пискунова О.И., Третьяков А.В. 
Способ адаптивного управления продольным движе-
нием малогабаритного самолета с ограничением сиг-
нала интегральной компоненты // Труды МАИ. 2022. 
№ 124. С. 18. http://doi.org/10.34759/trd-2022-124-18 EDN: 
FPXHWA 

15. Еремин Е.Л. Алгоритмы адаптивной системы 
для объекта с насыщением и запаздыванием управле-
ния // Информатика и системы управления. 2017. № 2 
(52). С. 109–118. http://doi.org/10.22250/isu.2017.52.109-
118 EDN: YPDXPJ 

16. Саблина Г.В., Маркова В.А. Настройка парамет-
ров ПИД-регулятора в системе с объектом второго по-
рядка с запаздыванием // Автометрия 2022. Т. 58. № 4. 
С. 110–117. http://doi.org/10.15372/AUT20220411 EDN: 
RIZPWY 

17. Игнаткин Ю.М., Макеев П.В., Шомов А.И. Чис-
ленное моделирование прикладных задач аэродинамики 
вертолета на базе нелинейной лопастной вихревой мо-
дели винта // МАИ. 2016. № 87. С. 4. EDN: WDJTZB 

18. Лукьянов В.В., Алексеев А.Н., Земляный Е.С., 
Чеканов К.А. Алгоритм директорного управления са-
молетом в режиме посадки // Инженерный журнал: 
наука и инновации. 2020. № 11 (107). http://doi.org/ 
10.18698/2308-6033-2020-11-2032  

19. Демин И.О., Саблина Г.В. Исследование мето-
дов настройки параметров ПИД-регулятора // Автома-
тика и программная инженерия. 2020. № 1 (31). С. 174–
181. EDN: CJCQFM   

About the author 
Lin Aung San, Master student, Higher Education Center of the Defence Services Academy, Pyin Oo Lwin, Myanmar; 
ORCID: 0009-0002-2475-2875; e-mail: sunlinaung91788@gmail.com 

Сведения об авторе 
Сан Лин Аунг, магистрант, Центр высшего образования Академии вооруженных сил, Пьин Оо Лвин, 
Мьянма; ORCID: 0009-0002-2475-2875; e-mail: sunlinaung91788@gmail.com 

https://orcid.org/0009-0002-2475-2875
https://orcid.org/0009-0002-2475-2875
http://doi.org/10.1134/S1995423919030017
http://doi.org/10.1109/IBCAST54850.2022.9990191
http://doi.org/10.15372/AUT201806010
http://doi.org/10.18698/2308-6033-2015-9-1450
http://doi.org/10.18698/2308-6033-2020-11-2032



