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Abstract
The research objective is to analyze the impact of ESG ratings on the investment attractiveness of companies in BRICS 
countries in comparison with other countries, as well as to study the sectoral specifics of such influence in BRICS countries. 
The methodology is based on the regression analysis of the impact of ESG ratings and the duration of their disclosure on 
investment attractiveness indicators, including Tobin’s Q, EV/EBITDA, P/BV, and WACC. The study utilizes a dataset com-
prising 16 691 observations for 1859 companies from 57 countries between 2014 and 2022, including 2116 observations for 
236 companies from BRICS countries. The analysis revealed that an increase in ESG ratings positively affects market value 
(Tobin’s Q) and risk reduction (WACC) in BRICS countries, while in other countries, their influence is associated with 
increase in EV/EBITDA and decrease in P/BV. Sector analysis revealed that ESG rating increase positively influence mar-
ket value in information technology and communication sectors. This study is the first to conduct a comparative analysis 
of ESG impact in BRICS countries and other regions, including a sectoral analysis, which makes the findings valuable for 
shaping ESG strategies in this market and assessing business sustainability.
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Introduction
Environmental, Social, and Governance (ESG) practices 
have emerged as a critical component of corporate strategy, 
shaping financial performance, investment attractiveness, 
and market valuation across diverse economic contexts. 
The integration of ESG factors into business operations is 
no longer discretionary but increasingly essential, driven 
by evolving investor preferences, regulatory requirements, 
and stakeholder expectations. While the benefits of ESG 
adoption are well-documented in developed markets [1; 2], 
its influence in emerging economies, particularly in BRICS 
countries, remains underexplored [3; 4]. These econo-
mies present unique dynamics due to varying institutional 
frameworks, governance standards, and socio-economic 
challenges.
The subject of this study is the impact of ESG ratings on the 
investment attractiveness of companies in BRICS countries, 
with a comparative analysis of non-BRICS markets. The 
object is the relationship between ESG ratings, ESG rat-
ing reporting duration, and key investment attractiveness 
metrics such as Tobin’s Q, EV/EBITDA, P/BV ratios, and 
Weighted Average Cost of Capital (WACC). By additional 
examination of industrial effects for BRICS countries, this 
study aims to uncover the specifics by which ESG practices 
influence financial outcomes and investor behavior.
The scientific novelty of this study lies in its focus on the 
nuanced ESG dynamics in BRICS countries compared to 
non-BRICS markets. By analyzing how ESG ratings and 
reporting influence financial performance and investment 
attractiveness across sectors, this research also contributes 
to a deeper understanding of regional and industry-specif-
ic variations. The findings offer practical insights for poli-
cymakers, corporate leaders, and investors aiming to op-
timize ESG strategies in diverse market contexts, aligning 
sustainability goals with financial success.
This study addresses critical gaps in ESG literature by ex-
ploring how market conditions, and sectoral factors shape 
the outcomes of ESG practices. By focusing on BRICS 
countries, it adds valuable perspectives to the global dis-
course on sustainable business practices, highlighting the 
growing importance of ESG as a tool for driving long-term 
corporate growth and competitiveness.

Literature review
Theoretical frameworks of ESG influence 
on companies’ financials and investment 
attractiveness
ESG factors significantly influence corporate strategy, 
shaping financial performance, investment attractiveness, 
and market valuation. Theoretical frameworks such as 
Stakeholder Theory and Institutional Theory offer insights 
into these effects. Stakeholder Theory emphasizes that ad-
dressing ESG concerns strengthens relationships with var-
ious stakeholders, improving reputation and financial out-
comes [5]. Institutional Theory highlights how regulatory 
and societal norms drive ESG adoption to align corporate 

behavior with expectations and secure legitimacy [5].  
Market Theories demonstrate the financial materiality of 
ESG, with investors using ESG metrics to assess risks and 
integrate them into decision-making, as aligned with the 
Efficient Market Hypothesis [5].
Studies consistently show that ESG integration enhances fi-
nancial performance. For example, companies with robust 
ESG practices report improved Return on Assets (ROA) 
and Return on Equity (ROE) due to operational efficien-
cies and risk management [6; 7]. ESG-compliant firms also 
attract investor confidence during volatile periods, lead-
ing to better stock performance and reduced fluctuations  
[8; 9]. Furthermore, ESG practices lower financing costs 
by reducing perceived risk, enabling companies to secure 
capital at favorable rates [5; 10].
Market valuation sees a positive correlation with ESG, as 
firms with strong ESG ratings command higher price-to-
earnings ratios and market capitalizations, driven by in-
vestor demand for sustainability and regulatory alignment 
[11; 12]. ESG also drives institutional investment, with 
studies showing that ESG-compliant firms attract long-
term, stability-focused investors [13; 14].
However, ESG adoption faces challenges, particularly in 
resource-intensive sectors where high implementation 
costs can strain operational efficiency and profit margins  
[15; 16]. ESG controversies, such as greenwashing accu-
sations, can erode trust and result in negative market re-
actions [17; 18]. Weak governance exacerbates these risks, 
leading to inefficiencies and poor financial outcomes in 
scrutinized industries like oil and gas [19; 20]. Misaligned 
ESG strategies further complicate impact, with firms strug-
gling to balance ESG goals with profitability often experi-
encing reduced innovation and lower valuation [21].

Differences in ESG influence mechanisms 
in emerging and developed markets
In developed markets, ESG integration is strongly linked 
to improved financial outcomes such as higher returns 
on assets and equity, supported by rigorous disclosure 
standards and investor preferences for sustainability [1; 2]. 
Strong institutional frameworks ensure consistent report-
ing, boosting investor confidence and attracting capital, 
while governance structures like board diversity enhance 
ESG performance and long-term investment flows [22]. 
However, as sustainability becomes a baseline expectation, 
ESG may no longer offer competitive differentiation, with 
companies adopting these practices primarily to maintain 
parity [23].
In emerging markets, the relationship between ESG and 
financial performance is more varied, often sector-specific 
and influenced by external factors. Environmental invest-
ments in industries like energy yield positive outcomes, 
but governance and social aspects face challenges due to 
weaker institutional frameworks [3; 20]. Political instabili-
ty further complicates governance gains, limiting financial 
benefits like lower equity costs [24]. Foreign investment 
and global supply chains play a pivotal role in driving ESG 
adoption, as firms align with international standards to re-
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main competitive [4]. However, varied consumer percep-
tions of corporate social responsibility reduce ESG’s uni-
versal applicability [25].
Key differences between developed and emerging markets 
include ESG drivers and outcomes. Developed markets 
benefit from institutional investor demand for measurable 
ESG impacts, reduced financing costs, and long-term val-
ue creation. In contrast, emerging markets rely on foreign 
investment to drive adoption and face higher implemen-
tation costs, though technological advancements are help-
ing close the gap. Cultural and economic contexts further 
shape effectiveness, with developed markets focusing on 
long-term sustainability, while emerging markets prioritize 
short-term stability [3].

BRICS perspective on ESG influence of 
companies’ financials and investment 
attractiveness
The relationship between ESG practices and corporate 
performance in BRICS countries reveals patterns shaped 
by socio-economic and regulatory environments. ESG 
integration is increasingly recognized as a driver of in-
vestment attractiveness, particularly in sectors like oil 
and gas, electric utilities, and banking, where it signals 
long-term stability and compliance with global trends. 
Integrated ESG reporting has become critical for evalu-
ating investment attractiveness, especially in sectors like 
agribusiness and manufacturing, where stakeholders de-
mand transparency. 
The development of ESG in BRICS countries is shaped by 
unique economic, social, and political factors that distin-
guish this bloc from Western economies. A key character-
istic of BRICS is the diversity in market maturity levels and 
regulatory approaches to sustainable development, leading 
to significant variations in ESG integration. While China is 
actively implementing state-led sustainable finance strat-
egies, Brazil focuses on biodiversity conservation, Russia 
prioritizes the energy transition and emissions regulation, 
India expands social impact programs, and South Africa 
is oriented toward economic decarbonization. Despite 
these differences, the overarching trend of ESG integration 
is gaining momentum, driven by international pressure, 
investment needs, and growing domestic demand for sus-
tainable projects.
The influence of different ESG aspects on financial indi-
cators in BRICS countries is heterogeneous, shaped by 
variations in economic development, regulatory environ-
ments, and institutional frameworks. Environmental and 
social factors generally exhibit a positive correlation with 
valuation metrics such as Tobin’s Q and return on equity 
(ROE), particularly in countries with emerging financial 
markets, where sustainable initiatives can enhance invest-
ment attractiveness by improving corporate reputation 
and access to international capital. However, the impact of 
corporate governance factors is more complex. In China 
and Russia, strong state involvement in the corporate sec-
tor may reduce governance transparency, whereas in India 

and Brazil, weak protection of minority shareholder rights 
can limit the effectiveness of ESG practices. These dynam-
ics highlight the institutional vulnerabilities specific to in-
dividual BRICS countries [26–28].
The differences in ESG integration are particularly evident 
in carbon-intensive industries such as energy, metallur-
gy, and mining, which constitute a significant portion of 
BRICS economies. In these sectors, the adoption of ESG 
initiatives can enhance enterprise value by improving ef-
ficiency and long-term sustainability. However, it can also 
exert pressure on credit ratings due to increased capital 
expenditures associated with decarbonization and the 
transition to cleaner technologies. For instance, in Russia 
and South Africa, high dependence on natural resource 
exports makes balancing environmental commitments 
with economic stability especially delicate. In contrast, 
Brazil’s environmental initiatives in the agricultural sector 
may open up new export opportunities but require sub-
stantial investments in sustainable practices. Meanwhile, 
in China, the ESG agenda is largely state-driven, enabling 
rapid implementation but also posing risks of centralized 
regulation that may not always align with market mech-
anisms.
BRICS stock markets also demonstrate unique ESG trends. 
Companies prioritizing ESG practices show greater stock 
stability and investor interest during volatile periods [29], 
while board diversity and governance reforms enhance 
ESG-driven mergers and acquisitions [30]. Despite these 
benefits, challenges persist, including high implementation 
costs in resource-intensive sectors and the need for strong-
er institutional frameworks to standardize ESG adoption.
These findings highlight the growing importance of ESG 
in BRICS countries but underscore the need for tailored 
approaches to address sector-specific barriers and institu-
tional constraints. Improved regulatory support and strate-
gic ESG integration will be essential for scaling sustainable 
practices across these emerging economies.

Summary of literature review
The aggregated findings reveal the multifaceted influence 
of ESG practices across different market contexts, high-
lighting trends, presented in Table 1.
ESG practices are generally linked to improved financial 
performance, greater investment attractiveness, and re-
duced cost of capital, and are driven by operational efficien-
cies, stakeholder trust, and regulatory alignment. However, 
these benefits vary across developed, emerging, and BRICS 
markets due to differences in institutional frameworks 
and market maturity. In developed markets, ESG practic-
es consistently deliver positive outcomes, including lower 
financing costs, higher valuations, and strengthened gov-
ernance. Institutional investors in these regions prioritize 
sustainability, with social and environmental pillars being 
particularly impactful due to strong regulatory and con-
sumer pressures.
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Table 1. Summary of literature review on topic of ESG influence on companies  

Aspect of ESG 
Impact

General  
ESG Findings 

Developed  
Markets

Emerging  
Markets

BRICS  
Markets

Financial 
Performance

Predominantly 
positive; ESG 
enhances operational 
efficiency and 
profitability

Stronger correlation; 
mature ESG practices 
consistently enhance 
ROA and ROE

Sector-specific 
benefits; uneven 
correlation due to 
weak institutional 
support

Positive but uneven; 
strong outcomes in 
energy, agribusiness, 
and manufacturing

Investment 
Attractiveness

Increased institutional 
investment; ESG 
ratings improve 
attractiveness

Dominated by 
institutional investor 
demand for ESG-
compliant firms

Foreign investment 
drives ESG adoption 
and attractiveness

Global supply chains 
and international 
capital are key drivers

Higher valuation 
observed in firms with 
strong ESG scores

Higher P/E ratios 
observed for ESG-
compliant companies

Improved valuation 
contingent on external 
investor confidence

Stock performance 
stabilized; governance 
improvements bolster 
valuation

Cost of Capital Lower cost of capital 
due to perceived lower 
risk

Significantly reduced 
financing costs for 
ESG leaders

Moderate cost 
reduction; less 
developed risk 
perception 
frameworks

ESG implementation 
raises costs but 
reduces credit risk 
over time

Source: author.

Emerging markets show more variable ESG outcomes, 
often influenced by foreign investment and global supply 
chain dynamics. While weak governance and regulatory 
enforcement pose challenges, industries like manufac-
turing and energy benefit from environmental initiatives 
aligned with global trends. BRICS countries stand out 
among emerging markets, showing uneven progress but 
notable success in sectors with global exposure, such as en-
ergy and agribusiness. While ESG implementation raises 
initial costs, it reduces credit risk, stabilizes stock perfor-
mance, and improves valuation over time. However, the 
underperformance of social and governance pillars reflects 
institutional and cultural constraints.
Critical gaps remain in the understanding of ESG’s com-
parative impact on investment attractiveness in BRICS 
versus other markets. Further research is needed to opti-
mize ESG strategies, addressing the unique challenges of 
BRICS economies while aligning with global sustainabili-
ty goals. Such studies could provide actionable insights to 
bridge theory and practice, ensuring ESG drives sustaina-
ble growth and investment across all markets.

Research methodology

Research hypotheses
The goal of this paper is to analyze the influence of ESG 
performance of companies from BRICS markets on their 

investment attractiveness and compare the outcomes with 
the situation in other regions. The analysis investigates the 
following research hypotheses:
• The ESG rating significantly influences the investor 

attractiveness of companies in BRICS countriess 
compared to companies from non-BRICS countries.

• The impact of ESG ratings on investor attractiveness 
in BRICS countries varies significantly across sectors.

Data
The data used in this analysis includes ESG company data, 
financial company data and macroeconomic country data. 
The source of information for ESG and financial data is the 
Refinitiv database by Thomson Reuters Eikon. 
The dataset includes companies that obtained an ESG 
rating for the entire period of observations. The dataset 
includes a total of 16691 observations for 1859 compa-
nies from 57 countries worldwide. The period covered is 
2014–2022. The dataset of BRICS market includes 2116 
observations from 236 companies from 7 countries (Bra-
zil, China, Egypt, India, Russia, South Africa, United Arab 
Emirates). The data for Iraq and Ethiopia is not added 
due to the absence of companies with ESG ratings. Non-
BRICS countries include various countries from Europe, 
Asia, Oceania, Americas and Africa. More details are pro-
vided in Table 2.
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Table 2. Data overview

Market Observations Unique 
Companies

Non-BRICS 
countries 14 575 1623

BRICS countries 2116 236

Brazil 315 35

China 747 83

Egypt 9 1

India 468 52

Russia 34 4

South Africa 534 60

United Arab 
Emirates 9 1

Source: author.

The companies are categorized by sector based on the 
Global Industry Classification Standard (GICS), allowing 
for sector-specific analyses of ESG impacts. This classifi-
cation provides insights into how industry-specific ESG 
factors influence financial performance, accounting for the 
varying levels of ESG risks and regulatory pressures across 
sectors. GICS sectors and the number of companies in each 
sector is provided in Table 3.

Table 3. GICS sector overview: BRICS countries

GICS Sector Name Unique Companies in 
BRICS countries

Communication 
Services 13

Consumer 
Discretionary 35

Consumer Staples 26

Energy 14

Health Care 19

Industrials 52

Information 
Technology 11

Materials 49

Utilities 17

Source: author.

The full list of explanatory variables is presented in Table 4.

Table 4. List of explanatory variables

Category Details

ESG Metrics (Independent variables)

ESG Rating

Comprehensive score reflecting 
a company’s overall ESG 
commitment, providing a holistic 
view of sustainability practices on 
a global scale

ESG Years 

Number of years each company 
has been assigned an ESG rating, 
capturing sustained ESG efforts 
over time

Financial Indicators (Dependent variables)

Tobin’s Q
Represents market valuation, 
indicating investor perceptions of 
the firm’s investment potential

EV/EBITDA

Reflects valuation relative 
to earnings, used to assess 
profitability in relation to 
corporate value

P/B Ratio
Shows market value vs. book 
value, used to gauge asset value 
perception

WACC
Weighted Average Cost of Capital; 
indicates cost of capital and 
reflects risk perception

Control Variables

Log Total Assets Company size (log-transformed), 
controlling for scale in models

Log Turnover and 
Log Revenue

Represent operational size, 
ensuring major firm-specific 
factors are accounted for in 
models

Log Revenue Represents companies’ market 
reach

Instrumental Variables

Renewable Energy 
Consumption 
(% of Total 
Final Energy 
Consumption)

Proxy for corporate commitment 
to sustainable energy practices 
and environmental responsibility

Research and 
Development 
Expenditure (% of 
GDP)

Proxy for corporate investment in 
innovation and long-term growth 
potential

Source: author.
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Methodological approach
This study employs a Two-Stage Least Squares (2SLS) re-
gression to analyze firms in BRICS and non-BRICS coun-
tries, enabling comparison across regions. In the first stage, 
an instrumental variable regression predicts ESG scores 
using renewable energy consumption and R&D expend-
iture as instruments, with firm size controls (log-trans-
formed assets, turnover, and revenue) to reduce bias. These 
predicted ESG values are then used as independent varia-
bles in the second stage to isolate the impact of ESG factors 
on financial outcomes, addressing endogeneity concerns.
White’s robust standard errors correct for heteroskedastici-
ty, and model validity is confirmed with Durbin-Wu-Haus-
man, Breusch-Pagan, and Durbin-Watson tests. Addition-
ally, a comparative 2SLS regression examines regional 
differences in ESG’s impact on financial performance, with 
sector-specific analyses for BRICS industries using GICS 
classification to account for varied ESG-related factors and 
regulatory environments across sectors.

Main results 

Trend analysis of BRICS companies’ ESG 
ratings
The analysis of average ESG ratings from 2014 to 2022 
(Figure 1) reveals distinct trends for BRICS and non-
BRICS countries. BRICS countries show a steady and 
notable increase in ESG scores, rising from an average 
of 38.9 in 2014 to 54.7 in 2022. This upward trend re-
flects a significant push in emerging markets to enhance 
ESG practices, likely in response to global pressures. In 
contrast, non-BRICS countries, which started with a 
higher average of 41.1 in 2014, exhibited a more grad-
ual increase, reaching 44.6 in 2022. This slower growth 
among non-BRICS economies suggests they had already 
established ESG practices and may include companies 
with a broad range of ESG scores, from extremely high  
to low. 

Figure 1. ESG rating trend: BRICS vs Non-BRICS countries
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Figure 2. ESG rating trend: BRICS, Americas, Asia and Europe
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Comparing the average ESG rating growth between BRICS 
and other regions reveals that BRICS countries are rapidly 
closing the gap with Europe in ESG performance, indicat-
ing considerable progress in sustainability practices. Eu-
rope’s consistently high ratings reflect its well-established 
ESG infrastructure, while Asia’s steady growth demon-
strates a rising commitment to ESG principles. Minimal 
change in the Americas suggests a plateau effect, poten-
tially due to regional differences in regulatory pressure 
or market demand for ESG transparency. Overall, these 
trends highlight both the global progress in ESG adoption 
and the regional variations in the pace and focus of sus-
tainability initiatives (Figure 2). 

ESG rating significantly influences investor 
attractiveness of companies in BRICS 
countries compared to companies from 
non-BRICS countries 
In BRICS countries, ESG ratings show a significant positive 
influence on Tobin’s Q compared to non-BRICS countries, 
suggesting that investors increasingly regard ESG as a sig-
nal of sustainable value in BRICS markets (Tables 5–6). 
Another market value indicator (P/BV) demonstrated a 
negative trend with the increase of ESG reporting dura-
tion for non-BRICS countries (Table 7), and no effect in 
BRICS countries (Table 8). This may indicate that with 
consistent and prolonged ESG rating disclosure, a com-
pany is heavily investing in sustainable development. As 
a result, investors might expect lower profitability in the 
short term, as the company undergoes a transition to a 
more sustainable operating model. Another interpreta-

tion is that the company’s assets may increase in value 
through enhancements, leading to the company being 
undervalued. In this case, prolonged ESG rating disclo-
sure may pose a risk for companies to be classified as un-
dervalued. However, if we simultaneously consider the 
impact of ESG ratings on EV/EBITDA for non-BRICS 
companies, the relationship appears positive. Prolonged 
ESG reporting, along with an increase in ESG ratings, 
may indicate that the company is investing in long-term 
projects. While these initiatives might not yet yield signif-
icant returns, they may increase the company’s debt bur-
den (impacting EV) and create uncertainty among inves-
tors regarding the current value of the company’s assets. 
Investors may perceive such long-term projects as too 
risky or anticipate slower profit growth due to increased 
debt servicing costs.
Higher ESG ratings significantly lower WACC in BRICS, 
indicating reduced financial risk perception and improved 
financing conditions due to strong ESG performance (Ta-
ble 5). However, extended ESG reporting periods tend to 
increase WACC, as long-term reporting may shift inves-
tor perceptions towards stability over growth potential, 
impacting investor risk-return expectations (Table 8). In 
non-BRICS countries, ESG does not affect WACC. 
To sum up, attention to ESG ratings focuses on risk reduc-
tion and increased investor confidence, which lowers the 
cost of capital.
Long-term attention to ESG reporting may signal a compa-
ny’s transition to a more mature and stable business model, 
leading to changes in risk perception and higher return ex-
pectations from investors.

Table 5. ESG rating influence in BRICS countries

Variable Tobin’s Q EV/EBITDA P/BV per share WACC
Const 18.76788*** 1129.144* 8.382447 0.282836***

ESG_rating 0.21806* -19.068 0.177159 -0.00237***

Log_Total_Assets -2.3184*** -9.40963*** -1.26154*** -0.00786***

Log_Turnover 0.908304*** 10.99278*** 0.433264*** 0.006608***

Log_Revenue 0.48086*** -6.82741 0.345681*** -0.00104

*** p<0.01, ** p<0.05, * p<0.1.
Source: author. 

Table 6. ESG rating influence in non-BRICS countries

Variable Tobin’s Q EV/EBITDA P/BV per share WACC
Const 19.69370*** 121.31276*** 18.21905*** 0.16681***

ESG_Predicted 0.02434 0.71932** -0.01098 -0.00004

Log_Total_Assets -1.49160*** -8.67598*** -1.49169*** -0.00552***

Log_Turnover 0.79379*** 5.85749*** 0.84959*** 0.00329***

Log_Revenue 0.09702* -1.62913*** 0.26497*** -0.00094***

*** p<0.01, ** p<0.05, * p<0.1.
Source: author.
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Table 7. ESG reporting years influence in non-BRICS countries

Variable Tobin’s Q EV/EBITDA P/BV per share WACC
Const 20.5655*** 134.8397*** 18.6360*** 0.1684***

ESG Years 0.1012 7.8860*** -0.3699** -0.0015

Log_Total_Assets -1.4973*** -9.7053*** -1.4321*** -0.0053***

Log_Turnover 0.7974*** 5.9983*** 0.8457*** 0.0033***

Log_Revenue 0.0942* -1.4437** 0.2485*** -0.0010***

*** p<0.01, ** p<0.05, * p<0.1.
Source: author. 

Table 8. ESG reporting years influence in BRICS countries

Variable Tobin’s Q EV/EBITDA P/BV per share WACC
Const 29.5115*** 192.3330*** 17.0708*** 0.1638***

ESG Years -0.0476 2.9185 -0.0198 0.0016**

Log_Total_Assets -2.3224*** -8.7423** -1.2696*** -0.0081***

Log_Turnover 1.0303*** 0.3689 0.5317*** 0.0052***

Log_Revenue 0.3927*** 0.6967 0.2768*** 0.0001

*** p<0.01, ** p<0.05, * p<0.1.
Source: author.

Impact of ESG ratings on investor 
attractiveness in BRICS countries 
varies significantly across sectors 
The Information Technology and Communication Ser-
vices sectors demonstrated the most significant impact of 
ESG ratings on investment attractiveness, showing a pos-
itive effect on market valuation and profitability indica-
tors. However, the number of years a company has held an 
ESG rating in these sectors notably correlates with a more 
negative influence on investment attractiveness. This may 
suggest that while a high ESG rating boosts appeal, pro-
longed ESG reporting could reveal operational challenges 
or maturity effects that might temper investor perception 
over time.
An interesting finding emerged in the Energy sector, 
where the ESG rating negatively impacts market valu-

ation but positively affects company profitability (EV/
EBITDA). In other sectors (Materials, Utilities, Indus-
trials, Consumer Discretionary, and Healthcare), there is 
generally a negative influence on investment attractive-
ness, particularly associated with the duration of ESG 
reporting. Industrials stand out as the only sector where 
prolonged ESG reporting positively impacts profitabili-
ty, though the ESG rating itself has a negative effect on 
profitability. Notably, WACC in these industries tends to 
decrease as the duration of ESG reporting grows, sug-
gesting that longer-term reporting might contribute to 
lower perceived financial risk. An intriguing result has 
been identified in the energy sector: ESG ratings have a 
negative impact on Tobin’s Q and P/BV but positively in-
fluence EV/EBITDA. This suggests that ESG’s effect on 
investment attractiveness in BRICS countries is highly 
heterogeneous, shaped by sector-specific dynamics and 
the duration of ESG reporting.

Table 9. ESG factor analysis in BRICS countries: sectoral analysis

Variable Tobin’s Q EV/EBITDA P/BV per share WACC
Information technology

ESG rating 0.5426*** 30.8575** 0.1837*** -0.0027***

ESG Years -1.2312** 8.0312 0.2905* 0.0003

Communication Services

ESG rating 0.3489* 2.0888* 0.3977** 0.0032

ESG Years -2.2702*** -9.3681*** -1.6218*** -0.0045
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Variable Tobin’s Q EV/EBITDA P/BV per share WACC

Energy

ESG rating -0.1528** 0.9704* -0.4118*** -0.0064

ESG Years -0.6780*** -0.412 -0.4371 0.0053

Materials

ESG rating  -0.0958* -0.0958* 0.0201 0.0201

ESG Years 0.2269* 24.7695 -0.0636 -0.0006

Utilities

ESG rating 0.8162** -2.6015 0.0605 -0.0012

ESG Years 0.2877 5.5142 -2.2552*** 0.0058***

Consumer Discretionary

ESG rating 0.0627 -2.0612 0.1321 0.0031*

ESG Years 0.2666 4.4743 -1.3966*** -0.0056**

Industrials

ESG rating -0.2617 -6.8122** 0.0761 0.0003

ESG Years -2.6051*** 11.3204*** -0.7607*** -0.0032**

Health Care

ESG rating 0.6169*** 1.1055 0.1085 0.0025

ESG Years -3.3619*** -22.6407** -2.5658*** 0.0011

Consumer Staples

ESG rating -0.5902 3.1876** 0.0679 0.0042**

ESG Years -5.9400*** -12.3982*** -3.4093*** -0.0157***

*** p<0.01, ** p<0.05, * p<0.1.
Source: author.

Summary
The findings reveal significant differences in the impact of 
ESG ratings and reporting on investment attractiveness and 
financial performance in BRICS and non-BRICS countries. 
ESG ratings show a stronger correlation with Tobin’s Q in 
BRICS countries, reflecting investor confidence in these 
markets, where ESG signals are seen as indicators of sus-
tainability and long-term value. This contrasts with non-
BRICS countries, where ESG integration is more directly 
tied to profitability and operational efficiency, highlighting 
various stages of ESG adoption across regions.
Longer ESG reporting periods correlate with declining P/
BV ratios in both regions, indicating a shift from specula-
tive growth to stability. However, in BRICS countries, ex-
tended reporting tends to increase WACC, suggesting a fo-
cus on stability over growth potential, while in non-BRICS 
countries, ESG practices more effectively reduce financial 
risks. Sectoral analysis shows that ESG ratings positively 
affect valuation in Information Technology and Commu-
nication Services but have mixed impacts in sectors like 

Energy, where they improve profitability but reduce market 
valuation due to regulatory and reputational challenges.
These findings emphasize the growing importance of ESG 
ratings in BRICS countries as signals of sustainable growth, 
while in non-BRICS countries, established ESG practices 
yield direct operational benefits. Future research should 
explore how BRICS companies can refine ESG strategies to 
align investor expectations with operational realities and 
compare these dynamics with non-BRICS markets to iden-
tify best practices for enhancing investment attractiveness 
globally.
This study offers valuable practical implications for com-
panies, policymakers, and investors in BRICS countries. 
Companies can leverage ESG ratings to attract investment 
and enhance market valuation, particularly in sectors like 
Information Technology and Communication Services. 
However, they must balance transparency and operational 
performance, as prolonged ESG reporting may shift inves-
tor focus from growth potential to stability. Policymakers 
can strengthen institutional frameworks and standard-
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ize ESG reporting to enhance risk reduction and global 
competitiveness. For investors, the findings highlight ESG 
ratings as critical indicators of long-term sustainability in 
BRICS markets, with sector-specific strategies needed to 
optimize returns. By addressing these insights, stakehold-
ers can better align ESG practices with sustainable growth 
and investment objectives.
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Abstract
The article explores the impact of the oil recovery factor on the financial performance of Russian vertically integrated 
oil companies. Special attention is given to hydraulic fracturing technologies (HFT) and rotary steerable systems (RSS), 
which are critical for enhancing oil extraction rates and oil recovery factor, particularly for hard-to-recover reserves (HTR). 
Sanctions have complicated access to these technologies, leading to a deterioration in the financial results of Russian oil 
companies in 2022-23. The study identified a decrease in revenue due to the restricted activities of foreign oilfield service 
companies and an increase in the discount on Urals crude oil. Using the financial model of Russia’s largest vertically inte-
grated company, Rosneft, it was demonstrated that improving extraction efficiency through the adoption of technologies 
can increase the company’s value by 8%. The analysis highlights that delayed technology replacement directly threatens 
production sustainability, especially for HTR reserves, which require advanced extraction methods. The study’s findings 
align with the resource-based view: effective management of technological resources is one of the key factors in the com-
petitiveness of oil companies. Under the conditions of sanctions pressure, it remains necessary for Russian oil companies 
to reduce technological dependence. 
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Introduction
The present paper aligns with the resource-based view 
(RBV) of business [1]. According to the RBV, a company 
gains an advantage over its competitors by making opti-
mal use of its technical, human and other resources [2]. At 
the same time, technologies are one of the key resources 
that enhance oil companies’ profitability [3]. The present 
research models the technologies’ impact on the financial 
performance of vertically integrated oil companies in order 
to assess the effects of their adoption.
With each passing year, easily accessible oil reserves in 
Russia are decreasing. As conventional deposits are deplet-
ed, companies start developing less accessible resources. 
The majority of analysts assert that by 2050 hard-to-re-
cover (HTR) oil reserves in the Russian Federation will 
amount to approximately 70% of the cumulative oil pro-
duction. The energy strategy of the Russian Federation up 
to 2035 is based on the target of increasing the oil recovery 
factor (ORF) from the current level of 0.3 to 0.45 by 2035. 
Special-purpose technologies are used to enhance recovery 
efficiency of HTR oil reserves and maintain the ORF at a 
certain level: rotary steerable systems, hydraulic fracturing 
and other methods that maximize the volume of hydrocar-
bon extraction from complex geological structures. One 
of the projects that facilitates the implementation of this 
strategy is the road map signed by PJSC Gazprom Neft, the 
Ministry of Energy of the Russian Federation and the Min-
istry of Industry of the Russian Federation.
Formerly, advanced oil extraction technologies have been 
provided to Russian vertically integrated oil companies by 
the global leaders in oilfield services known as the “Big 
Four”: Halliburton, Schlumberger, Baker Hughes and 
Weatherford. However, in 2022, operations of these com-
panies were restricted in the Russian market, thus gener-
ating a need for import phase-out in order to mitigate op-
erational risks and maintain oil production efficiency. So, 
currently Russia develops its own technologies, purchases 
services from domestic service companies and buys com-
ponents abroad, for example, in China.
The following vertically integrated oil companies have been 
considered in the present research: PJSC Rosneft, PJSC Lu-
koil, PJSC Gazprom Neft, PJSC Tatneft, and PJSC Bash-
neft. Besides, in the paper we compare Russian vertically 
integrated oil companies to foreign ones: ExxonMobil, 
Chevron, Shell, BP, and TotalEnergies. It is done to weigh 
the dynamics of the key financial indicators against each 
other. The primary objective of the research is to study the 
effects related to technological development, such as im-
provement of operating efficiency, cost saving, margin ex-
pansion and market capitalization growth. This type of the 
influence of technology development is confirmed in the 
papers that reveal the significance of innovation processes 
for the strengthening of company’s competitive position in 
the global market [4; 5].

Effects of Development of Hydraulic 
Fracturing and Rotary Steerable 
Systems
As of today, the major part of oil is recovered in the oil 
fields that have already reached the peak of oil production. 
To operate these fields further, it is necessary to implement 
new enhanced oil recovery methods. At the moment, the 
most common technologies are physical ones, such as hy-
draulic fracturing, lateral drilling, electromagnetic meth-
ods, etc. They are also known as workover methods applied 
in the low profitability wells [6].
Hydraulic fracturing is one of the methods for the devel-
opment of productive strata, especially low-permeability 
ones. It impacts the hole-bottom region, as well as con-
tributes to enhanced oil recovery. Hydraulic fracturing 
creates a system of deeply extending fractures, thus greatly 
expanding the drainage area and improving the productive 
capacity of a well. Several stages of hydraulic fracturing are 
possible in a horizontal well. This approach is called mul-
tistage hydraulic fracturing. In lateral drilling, the rotary 
steerable systems (RSS) technology is applied.
The foundation of modern improved hydrocarbon extrac-
tion methods was laid at the time of technological devel-
opment of the US oil industry throughout the XX century. 
The first steps in hydraulic fracturing were taken in 1930s, 
when non-explosive fluids – well stimulation acids – were 
brought into use [7]. The effectiveness of the applied tech-
nology was proven in 1940-1950s. That is when it became 
one of the key recovery stimulation techniques, and was 
used extensively up to the beginning of the XXI century 
[8]. In the 2000s, a significant breakthrough in this sphere 
was achieved, so the efficiency of oil recovery was enhanced 
as compared to conventional methods due to the develop-
ment of multistage hydraulic fracturing [9]. By 2014–2015, 
the pilot testing of multistage hydraulic fracturing tech-
nology was completed and it was beginning to be widely 
implemented in the US market, accompanied by a consid-
erable progress in increasing hydrocarbon recovery [10].
It should be noted that hydraulic fracturing technology is 
the key area of technological progress in oil production 
that undeniably influences the efficiency of oil field devel-
opment. Statistical data confirms a wide use of hydraulic 
fracturing. Thus, in 1949–2010, the number of wells devel-
oped in the USA using hydraulic fracturing exceeded 60%. 
Already by 2016, horizontal wells, where hydraulic fractur-
ing was applied, accounted for 69% of the total number of 
drilled oil wells and for 83% of the total number of drilled 
line meters in the USA [11].
According to the US Department of Energy, approximate-
ly 95% of wells are currently drilled by hydraulic fractur-
ing. As a result, this technology accounts for two thirds of 
the total natural gas extraction and approximately half of 
crude oil production [12].
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Figure 1. Dynamics of the share of lateral drilling (and hydraulic fracturing) in the total number  of wells, 2000–2016

0

10

20

30

40

50

60

70

80

90

100

2000 2002 2004 2006 2008 2010 2012 2014 2016

Lateral drilling and hydraulic fracturing, % Others, %
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The indicators stated in Figure 1 show the annual growth 
of integration of lateral drilling technologies (RSS and hy-
draulic fracturing) into hydrocarbon extraction processes 
and emphasize a significant impact of these technologies 
on enhancement of efficiency and economic benefit from 
the development of deposits. The growing share of the wells 
drilled using directional and lateral drilling is also indica-
tive of an increase in the share of hard-to-recover reserves 
in total reserves. Application of hydraulic fracturing was 
the fundamental factor that determined the opportunities 
for an increase in the extraction volume and development 
of new, previously inaccessible hydrocarbon deposits.
In 1952, in the USSR there was a time lag in adaptation and 
development of hydraulic fracturing [13]. In spite of the 
fact that the USSR started using hydraulic fracturing ap-
proximately at the same time as the USA, its further devel-
opment slowed down dramatically when large high-output 
deposits in West Siberia were discovered. Hydraulic frac-
turing was almost abandoned because “easy” oil did not 
require additional stimulation methods. At the same time, 
globally this technology was developed rapidly. Since there 
was no demand for this technology, Russian equipment 
and experience in application of hydraulic fracturing fell 
significantly behind other markets.
An important instrument that ensures improvement of the 
efficiency of lateral drilling, RSS, was proposed in 1940–
1950s [14]. However, its extensive implementation and 
commercial operation started as late as mid-2000s with 
Schlumberger’s developments [15]. RSS makes an enor-
mous contribution to the improvement of drilling operat-
ing procedures, and the analysis of dynamics of their de-
velopment and adaptation to the oil industry confirms this 
fact. They comprise innovative equipment, which ensures 
accurate directional drilling that makes field development 
more productive and cost-effective.
A significant growth of RSS use is observed North America 
(from 20% in 2016 to 28% in 2019) due to an increase in 

the share of wells drilled using this technology. This fac-
tor emphasizes the growing interest of operators in the in-
tegration of technology solutions to improve the drilling 
performance. RSS will even more heavily dominate the di-
rectional drilling market. Thus, in 2021, their market share 
already exceeded 50%, and according to forecasts, by 2029 
it should be over 70%. Such statistical changes are indica-
tive of the key role of this technology in the drilling process 
optimization and minimization of its costs [16].
From the point of view of the Russian fuel and energy sec-
tor, the scope of drilling where RSS are applied has grown 
significantly since 2014. At that point, there were less than 
210 horizontal wells. In 2024, the scope of horizontal 
wells drilling in Russia is expected to reach approximately 
30,000 km, which equals 7,000–12,000 wells. The reason 
is that it is necessary to develop new deposits, especially 
HTR reserves, which account for a significant part of oil 
extraction [17].
The above trends confirm that RSS play a critical role in 
enhancing efficiency and reducing drilling time, at the 
same time ensuring a high accuracy in achieving the set 
goals. Implementation of RSS drives the optimization of 
hydrocarbon production, increasing economic returns on 
deposit development and contributing to the sustainable 
development of the energy industry.
Investing in drilling technologies produced a pronounced 
influence on the oil industry, improving its efficiency and 
profitability in the USA and across the globe [15]. Imple-
mentation of hydraulic fracturing technology, in particu-
lar multistage hydraulic fracturing, curtailed the drilling 
time by 25% and increased the cumulative oil production 
(the total amount of oil recovered from a certain deposit 
or region throughout its producing life) [18]. Additional 
studies point out an opportunity to increase cumulative 
oil production up to 36% in the immediate future and a 
significant improvement of well producing characteristics 
[19; 20].
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Due to the development of RSS, the average drilling rate 
increased by 26% [21]. This factor was emphasized repeat-
edly in various studies dedicated to the oil market [22; 23]. 
Such an approach to the development of RSS provided ac-
cess to hard-to-reach reserves, increased production, mit-
igated the impact on the environment and improved the 
wellbore stability.
Dissemination of new technologies significantly improved 
the overall effectiveness of the oil industry [24]. This par-
tially solved a number of problems, including cost growth, 
infrastructure obsolescence, toughening of regulatory re-
quirements, as well as lack of skilled personnel. These new 
ways helped to improve decision-making, optimization of 
performed operations and environmental impact mitiga-
tion. Thus, RSS and hydraulic fracturing allowed to recover 
oil and gas from the reserves previously considered inac-
cessible or economically unsound [25].
Since the 2010s, hydraulic fracturing in Russia has been 
used on a much more extensive scale. Thus, up to 2014 this 
technology had ensured additional extraction of 30 million 
tons of oil. This is indicative of the dynamics of its wide 
implementation in the oil sector. In 2018, incremental oil 
production due to the enhanced oil recovery methods, in-
cluding hydraulic fracturing, amounted to approximately 
25 million tons [26] . So, the technology allows to increase 
the ORF and well flow rate in complex and mature fields. 
However, there are certain fluctuations in the amount of 
incremental oil production that depend on economic fea-
sibility and state of the fields [27].
The main prospects of expansion of the technological oil 
service market are associated with the dynamics of devel-
opment of the segments in oil-field service which implies 
sustained growth in the key spheres: horizontal well devel-

opment (including horizontal sidetracks); hydraulic frac-
turing and multistage hydraulic fracturing; use of bottom 
hole drilling systems and geophysical research (including 
continental shelf projects).

Comparing EBITDA Margins of 
Russian and Foreign Vertically 
Integrated Oil Companies
In modeling we used data from corporate financial state-
ments for 2019–2023. The following indicators were ap-
plied in the analysis: revenue, EBITDA, free cash flow 
(FCF), capital expenditures (CAPEX) etc. Moreover, we 
used such technical characteristics as extraction volume, 
production costs, ORF etc. Also, in order to determine the 
discount, we took into account data on the price of Brent, 
WTI and Urals.
From the historical point of view, the oil sector was ex-
posed to geopolitical risks, and 2022 was no exception. The 
sanctions pressure on the Russian oil industry, domestic 
companies faced not only the denial of access to the cut-
ting-edge technologies which maintain and increase the 
ORF, but also restrictions such as the price cap on Urals. 
This aspect exerted a significant influence on the ultimate 
price of sold products. An increase in the discount for 
the Russian Urals as compared to Brent and WTI in 2022 
amounted to 19%. First of all, this brought pressure on cor-
porate revenues and, consequently, on marginal operating 
profit (EBITDA margin) of Russian vertically integrated oil 
companies.
Further we compare the changes in the financial indicators 
of Russian vertically integrated oil companies and foreign 
ones in 2022–2023.

Table 1. Comparison of revenue of Russian and foreign vertically integrated oil companies, 2019–2023

Revenue (billion roubles)
Rosneft Lukoil Gazprom Neft Tatneft Bashneft

2019 8.676 7.841 2.485 932 855

2020 5.757 5.639 2.000 796 533

2021 8.761 9.431 3.068 1.205 852

2022 9.072 11.869 3.430 1.427 1.100

2023 9.163 7.928 3.520 1.589 1.032

Revenue ($ billion)
Rosneft Lukoil Gazprom Neft Tatneft Bashneft

2019 134 121 38 14 13

2020 80 78 28 11 7

2021 119 128 42 16 12

2022 134 176 51 21 16

2023 108 94 42 19 12
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Revenue ($ billion)
ExxonMobil Chevron Shell BP TotalEnergies

2019 265 140 352 184 176

2020 182 94 183 109 120

2021 286 156 273 164 185

2022 414 236 386 249 263

2023 345 201 323 213 219
 
Table 2. Comparison of average weighted revenue dynamics in Russian and foreign vertically integrated oil companies, %

Russian vertically  
integrated oil companies

Foreign vertically  
integrated oil companies

Relative change
Average value Median Average value Median

2019–2020 –7 –4 –8 –6

2020–2021 11 7 11 9

2021–2022 5 3 9 8

2022–2023 –6 –3 –3 –3

Analysis of Tables 1 and 2 points out a revenue increase in 
dollar terms in 2022 for Russian vertically integrated oil 
companies as compared to foreign ones (5 versus 9%). The 
average weighted growth of Russian oil companies’ revenue 
is lower because, among other things, the Urals discount in-
creased by 19% and the rouble strengthened by 8% against 
the US dollar within the same period. In 2023, similar rev-
enue dynamics are observed in Russian vertically integrat-
ed oil companies, besides, the average weighted values still 
demonstrate less favorable dynamics as compared to for-
eign oil companies. This trend may persist in the medium 
term due to the restrictions on access to technologies.

The most important indicators that show the state of the 
sector under consideration and the Russian vertically in-
tegrated oil companies selected for analysis are export vol-
umes and crude oil production. In 2022–2023, there was 
a reduction in crude oil exports (Figure 3), and this is to 
rebound on Russian oil companies’ revenue in the near-
est reporting periods. For this reason, in the settings of the 
current rate of reduction in revenue and in order to main-
tain their financial standing, Russian oil companies have to 
work on an increase in EBITDA margin.

Figure 2. Dynamics of volumes of Urals production and export, million tons
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As seen in Table 3, the historic EBITDA margin values of 
Russian vertically integrated oil companies are higher than 
those of foreign oil companies. Among other things, this 
occcurs due to weakening of the rouble. However, in spite 
of this consistent pattern, EBITDA margin may decrease 

significantly in the future as a result of the growing oil dis-
count, a reduction in oil exports and restricted access to 
technologies. This will eventually adversely affect the com-
panies’ market value.
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Table 3. Comparing EBITDA margin of Russian and foreign vertically integrated oil companies, %

Rosneft Lukoil Gazprom Neft Tatneft Bashneft
2019 24 16 32 31 20

2020 21 12 21 23 6

2021 27 15 29 24 18

2022 28 16 36 34 21

2023 33 25 38 25 24
ExxonMobil Chevron Shell BP TotalEnergies

2019 15 25 17 18 20

2020 11 13 16 –6 15

2021 18 26 22 19 23

2022 24 28 22 13 22

2023 21 24 21 20 23

Summing up the results, it should be noted that the actu-
al financial statements of Russian vertically integrated oil 
companies for 2022-2023 and their comparison to those of 
foreign oil companies reveal substantial risks for the sub-
sequent stable development of the sector. In the immedi-
ate future the effect of the weakened rouble will be limited, 
thus, resulting in reduced support of revenues of Russian 
vertically integrated oil companies (and EBITDA margin) 
,while the risk of the Urals discount growth may increase. 
In this scenario, abandonment of development and imple-
mentation of the considered technologies by Russian verti-
cally integrated oil companies will jeopardize the possibility 
of the sector’s subsequent growth at the pre-sanction rate. 

Cash Flow Modeling
The results of comparison of EBITDA margins of Russian 
and foreign vertically integrated oil companies provide an 
opportunity to evaluate how the value of Russian oil com-
panies will change if they abandon replacement or develop-
ment of the existing technologies over the next five years. 
Based on the literature review, it should be noted that the 

oil recovery factor depends directly on such enhanced oil 
recovery methods as hydraulic fracturing, RSS, and access 
to their latest modifications, which Russian vertically in-
tegrated oil companies lost in 2022. Thereby, we have to 
evaluate the influence of the ORF on the value of Russian 
oil companies.
We used the largest Russian oil producer PJSC Rosneft for 
evaluation. Two main scenarios were considered: according 
to the first one, Russian oil producers decide against replace-
ment of the technologies withdrawn from Russia (ORF 1), 
according to the second one, they invest in the development 
of technologies (ORF 2) (Figure 2). Additionally, the ORF 
1 scenario implies a decline in efficiency of oil recovery to 
a level comparable with the historical one (within the peri-
od of 1965 to 2010). At the same time, the ORF 2 scenario 
implies the attainment of target indicators set by the Energy 
Strategy of the Russian Federation for the period up to 2035.
According to the model premises, it is assumed that a 
change in the ORF results in changes in production costs 
(pretax), recovery volumes and capital investments in de-
velopment of the oil field.

Figure 3. Historical and forecast dynamics of the ORF, % 
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Notably, an increase in the ORF of foreign vertically in-
tegrated oil companies is caused by some specific aspects, 
for example, management of the project portfolio and pre-
dominance of shale oil production, where this indicator is 
not typically used.

Modeling of Discounted Cash Flow
For several reasons, the discounted cash flow method 
(DCF) is a substantiated choice for the study of the influ-
ence of new technologies on financial indicators of Rus-
sian vertically integrated oil companies [28]. Implemen-
tation of new technologies may cause significant changes 
in corporate cash flows, i.e., both enhanced efficiency 
and cost saving, and an increase in proceeds from new 
products and services [29]. Apart from that, the DCF 
method is widely acknowledged in academic literature as 
one of the most reliable and flexible tools for evaluation 
of investment projects and corporate value of companies 
[30; 31]. Against the background of oil markets’ high vol-
atility and specific nature of the Russian economy, DCF 
offers analysts an opportunity to take into consideration 
various event scenarios and businesses’ susceptibility to 
the key risks related to the implementation of new tech-
nologies [32].
The created model calculates the net effect of the impact 
produced by the ORF 1 and ORF 2 scenarios on cash flows 
and the value of PJSC Rosneft. We start calculating the ef-
fects of oil recovery with defining the underlying operating 
profit from the Upstream segment:

( ) ( )OP PV SP PC , 1= −

where OP – operating profit; PV – production volume;  
SP – sales price (Urals); PC – production costs. 

Then we apply the ORF’s effects to determine operating 
profit after these effects have exerted their impact  (OP’):

( ) ( )( ) ( )OP' PV 1 ORF SP PC 1 ORF . 2= + − −  

( )OP'ORF effect 1.  3
OP

= −

The obtained values of operating profit for each scenario 
are compared to the actual value and are carried over to 
FCF. Moreover, in order to obtain the estimated value of 
the company, the influence of the ORF’s effects on capital 
expenditures (CAPEX) is taken into account:

( ) ( ) ( )
CAPEX 1 ORF

ORF effect CAPEX 1   4
CAPEX

−
= −



( )
FCF FCF OP ORF effect

CAPEX ORF effect CAPEX ,  (5)
+′ = −

−



  
where FCF – factual value of cash flow; ORF effect 
(CAPEX) – effect of the factor on increase/decrease in 
capital expenditures; CAPEX – factual value of capital ex-
penditures; FCF’ – value of cash flow taking into consider-
ation the scenario. 
Finally, we calculate the company’s value based on the 
obtained estimated value of cash flow (FCF’) taking into 
consideration the scenarios using the discounted cash flow 
method (DCF) and the multiples method (P/FCF).

Results of Calculations
The results of calculation of the two scenarios are indicated 
in Figure 5, which shows the value of companies Equity 1 
and Equity 2 for each scenario of ORF 1 and ORF 2 dy-
namics, respectively.

Figure 4. Estimated value of PJSC Oil Company Rosneft (Equity) depending on the ORF scenario, billion roubles.
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In Figure 4, Equity 1 indicates the scenario when the com-
pany abandons the development of its own technology 
(ORF 1); Equity 2 is for the scenario when the company 
starts to develop its own technology (ORF 2).
The obtained results indicate that a decision on strength-
ening the technological sovereignty will provide additional 
8% of company value for Russian vertically integrated oil 
companies as compared to the scenario of abandoning the 

development of technologies (only taking into account the 
effect on the Upstream).
It should be noted that certain limitations were taken into 
consideration in the modeling process. There is an impor-
tant assumption that there is no multiplicative effect of 
the impact of new technologies from the Upstream seg-
ment on the lower business segments – Midstream and 
Downstream. In case of the multiplicative effect on the 



Journal of Corporate Finance Research / New Research Vol. 19 | № 1 | 2025

Higher School of  Economics23

company’s margin, the technology replacement scenar-
io (ORF 2) is the most preferable from the standpoint of 
company capitalization. A deeper study of this limitation 
in further research is intended.

Conclusion
Our research provides an opportunity to make several con-
clusions concerning the technological development of the 
oil sector. We revealed the significance of hydraulic frac-
turing and RSS for the development of this sector, in par-
ticular, the impact of these technologies on the drilling rate 
and an increase in the ORF. The examined technologies 
ensure a significant enhancement in the efficiency of drill-
ing and oil recovery. For this reason, they are widely used 
across the globe. Lately, the growing share of HTR reserves 
in the extraction volume has made these technologies even 
more important.
The 2022 changes in the oil sector exerted a significant 
negative impact on Russian vertically integrated oil com-
panies. Their revenue dynamics was inferior to that of 
foreign oil companies due to an increased Urals discount. 
We also found out that withdrawal of technologies had no 
immediate effect on the financial indicators of Russian ver-
tically integrated oil companies, and it will most probably 
manifest itself over a medium-term or long-term horizon.
Furthermore, a limited access to technologies and a deci-
sion against their replacement will have an adverse effect 
on all financial indicators of oil companies in the medium 
term, reducing their value by over 8%. As a result of the 
geopolitical crisis of 2022, sanctions were imposed on the 
Russian oil industry. This caused a series of restrictions, in-
cluding the price cap for Russian oil and withdrawal from 
the Russian market of the leading technology solution pro-
viders that worked with Russian oil companies. Thus, tak-
ing into consideration the growing share of HTR reserves 
Russian vertically integrated oil companies are forced to 
invest in replacement of hydraulic fracturing and RSS in 
order to maintain the current levels of recovery and growth 
rates of the financial indicators.
The research results are indicative of a high dependence of 
the Russian oil industry on the technologies provided by 
the companies that pulled out of Russia in 2022. Besides, 
it was established by means of comparing revenues of Rus-
sian and foreign vertically integrated oil companies that 
an increase in the oil discount related to the limited access 
to the technologies produced more significant influence 
on financial indicators of Russian oil companies in 2022. 
On the basis of this conclusion, we offered the calculation 
method that allows to determine how the value of the larg-
est Russian vertically integrated oil companies will change 
depending on the chosen strategy for implementation of 
the technologies which lead to ORF growth.
We proposed a financial model using PJSC Rosneft as an 
example to model a medium-term impact of lack of the 
technologies under consideration. Based on the model, 
various scenarios of change in the ORF were considered. 
The obtained results demonstrate that it is necessary to 

look for the ways of subsequent technological development 
of the oil industry in order to improve its financial indica-
tors. The decision against replacement of the technologies 
may result in the risk of a decrease in the oil production 
volumes and marginal profit. This will eventually entail a 
significant reduction in the companies’ value.
From a theoretical point of view, this research contributes 
to RBV. According to this approach, the company may 
outperform its competitors in terms of efficiency due to 
the way it uses its technical, human and other resources. 
Technologies in particular are one of the most important 
resources of oil companies. Also, according to RBV, devel-
opment of competitive advantages is possible through effi-
cient management of internal and external resources.
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Introduction
A business ecosystem is a business model whose success 
and sustainability primarily depend on the organization 
of cooperation among all its participants. This type of 
business interaction is becoming increasingly popular, es-
pecially with the advent of digital tools that simplify pro-
cesses, enable scaling, and enhance data accessibility and 
transparency through platform solutions, digital commu-
nication, and innovative technologies. Establishing ecosys-
tem relationships and undergoing digital transformation 
require significant resources to ensure the sustainability 
of digital ecosystems. Well-established, profit-generating 
organizations are particularly attractive to investors. Glob-
ally, ecosystem-based business relationships are rapidly 
expanding. In Russia, digital ecosystems emerged recently, 
and only a few large companies represent this model today.  
Despite the abundance of thematic and academic publica-
tions on digital ecosystems, this topic remains insufficient-
ly explored, with various definitions of the term “ecosys-
tem” still in use [1].

Literature Review
Defining the digital ecosystem and the 
values it creates
In this research, it is essential to clearly define the nature 
of a business model based on a digital ecosystem. Various 
publications [1–5] describe an ecosystem by using con-
cepts such as interaction, collaboration, integration, and 
value creation.  
The following key criteria of an ecosystem have been iden-
tified [4; 5]:  
• Collaboration-based relationships rather than 

ownership-based structures.
• Purposeful interaction among key participants to 

create and share value.
• A broad network of partners.
• Network effects that allow companies to scale 

efficiently.
• Data integration and sharing.
• Advantages over traditional business models in 

terms of services, optimized business processes, and 
specialized communities.

The value generated within ecosystems is primarily linked 
to interaction processes among participants. According to 
stakeholder theory, value creation requires a broader un-
derstanding of stakeholders beyond just consumers. These 
processes involve various activities performed by different 
individuals or groups utilizing diverse resources [6–8].  
Societal stakeholders—including government entities, ex-
ternal agencies, the media, and the academic community –  
contribute to and uphold a stable business environment 
through regulations and social norms. In return, busi-
nesses provide job creation, social and budgetary contri-
butions, tax payments, sponsorships, and other benefits. 

Collaboration enhances organizational productivity by 
facilitating market access, strengthening competitive po-
sitions, and improving the exploration, acquisition, and 
utilization of resources and knowledge within business 
networks [9].  
Literature emphasizes the importance of creating struc-
tures that enable stakeholders to express expectations 
regarding sustainable development outcomes. Such struc-
tures also encourage participation in addressing sustain-
ability challenges that may emerge in value creation pro-
cesses [8].  
A digital ecosystem is one such structure that allows 
stakeholders to fulfil their needs effectively. Since it is 
founded on cooperation, it facilitates the creation and 
exchange of value when the business model is properly 
organized.  
Digital ecosystems form a distinct category of ecosystems, 
marking a shift toward digitalization and interconnected 
business environments. They foster collaboration and val-
ue creation through digital tools [10]. The use of digital 
technologies offers several advantages that impact value 
creation [11; 12]:  
• Enhanced interaction. 
• Collaborative data usage.
• Resource sharing.
• Process optimization.
• Expanded market presence and regulatory 

compliance.
A digital ecosystem is often described as a virtual envi-
ronment composed of digital objects such as software ap-
plications, equipment, and processes. It is supported by a 
distributed technological infrastructure that enables the 
creation, distribution, and interconnection of digital ser-
vices via the Internet [13]. Digital ecosystems represent an 
advanced evolution of digital business models.  
The primary goal of digital services within these eco-
systems is to retain users by offering more than just 
individual products or services. Instead, they provide a 
comprehensive combination of offerings that generate 
added value beyond the sum of their individual parts 
[14]. Thus, based on all these identified characteristics, 
we define a digital ecosystem as a business model that 
facilitates stakeholder and organizational interactions in 
the digital space for the purpose of value creation and 
exchange.  
The term “platform economy” is used in publications on 
digital ecosystems [1]. Here we will clarify that a plat-
form-based ecosystem and a platform business model have 
differences: in a platform-based ecosystem, the interaction 
of participants and the organization’s services plays a deci-
sive role, while in a platform business model, the platform 
is a technological foundation on which players with differ-
ent interests in interaction develop, and the services of the 
platform itself are important. Some authors consider the 
platform as one of the initial stages of the digital ecosystem 
formation [5].  
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Adaptation of the digital ecosystem 
taxonomy to Russian companies
The authors analyzed the digital ecosystems taxonomy re-
views to identify key factors influencing value creation in 
digital ecosystems, develop value management methods, 
and ensure transparency and standardization in the field of 
digital technologies [2].
Digital global ecosystems are complex systems of inter-
connected digital components that function together to 
achieve common goals. The main features of such eco-
systems are: 1) interdependence: ecosystem components 
(platforms, applications, services) are tightly integrated 
and depend on each other for normal functioning; 2) net-
work effect: users, platforms, and services within the eco-
system reinforce each other’s value as the ecosystem grows; 
3) economic model: ecosystems have their own economic 
model based on complex business processes and moneti-
zation of various components; 4) innovativeness: complex, 
multi-sided systems based on the use of modern innova-
tive and digital technologies; 5) flexibility and adaptability: 
ecosystems are able to quickly respond to market changes, 
introduce innovations, and adapt their components to the 
needs of users.
The digital ecosystems taxonomy includes the following 
main types: platform ecosystems formed around a key 
platform (e.g., Apple, Google, Amazon ecosystem); indus-
try ecosystems uniting companies of the same industry 
(finance, healthcare, energy); regional ecosystems; small 
business ecosystems; public sector ecosystems. 
Successful digital ecosystems are characterized by the pres-
ence of a leader-coordinator, clear user value, openness to 
innovation, and continuous development.  
The academic literature presents various approaches to sys-
tematizing the features, elements, and competitive aspects 
of digital and ecosystem business models. These perspec-
tives include:  
• Financial, resource, exchange, and organizational 

aspects [15]. 
• Consumer focus, value creation, and opportunity 

identification [16].
• Interaction, management processes, and data 

utilization [17].
• Offerings, user experience, platform solutions, data 

analytics, and pricing models [18].
Based on these studies, a digital ecosystem has the follow-
ing key characteristics:  
1. Industry affiliation.  
2. Operational duration.  
3. Products and services offered.  
4. Innovation and R&D activities.  
5. Integration and compatibility of products.  
6. Characteristics of the core company managing the 

ecosystem.  
7. Business exchange channels.

8. Origin (online or offline).  
9. Type of business integration (horizontal or vertical).  
10. Geographic diversification.  
11. Ecosystem management model (centralized, 

decentralized, self-governing).  
12. Integration of sustainable development practices.  
13. Availability of data storage and management services.  
14. Cybersecurity measures.  
15. Data accessibility for stakeholders.  
16. Supplier-consumer relationship model.  
17. Presence of feedback mechanisms.  
18. Implementation of digital communication tools.  
19. Availability of digital analytics services.  

Financial sustainability indicators
The sustainable financial position of a digital business eco-
system and its participants ensures stability and reliability in 
interactions. Financial stability refers to a state in which the 
financial system effectively allocates savings to investment 
opportunities on a sustainable basis without failures [19]. It 
also implies the ability to meet financial obligations by:  
• Efficiently replenishing funding sources. 
• Maintaining an optimal balance between costly and 

affordable borrowed resources.  
• Preventing financial distress that could lead to 

bankruptcy [20].  
• Implementing effective financial risk management 

strategies.  
Internal financial risks encompass business risks associat-
ed with financial resources that can be directly managed by 
the company [21]. The key financial indicators selected by 
the authors include:  
• Current liquidity.  
• Financial autonomy ratio.  
• Net Debt / EBITDA.  
• Return on assets.  

Operating sustainability indicators
The study of ecosystems has identified operating mech-
anisms that enable firms to simultaneously compete and 
collaborate within business ecosystems. In particular, it 
was found that collaboration is linked to a higher level of 
absorptive capacity – companies within business ecosys-
tems gain critical knowledge, the effective use of which en-
hances their ability to absorb and apply new insights.  
Partnerships within an ecosystem can provide participants 
with several advantages, such as:  
• Stronger market positioning. 
• Cost-sharing opportunities. 
• Reduced order lead times.  
• Improved production efficiency.
• Access to valuable resources.
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However, without developing knowledge absorption capa-
bilities, businesses cannot fully leverage collaboration ben-
efits in terms of supply chain flexibility and efficiency [9].  
Given the complexity of digital ecosystems and the con-
tinuous advancement of technologies required to maintain 
competitive advantages, this business model must remain 
dynamic and secure, necessitating the constant monitoring 
of sustainability parameters.  
This paper examines quantitative indicators of supply 
chain sustainability, including:  
• Asset turnover.
• The overrun of the compound annual growth rate 

(CAGR) over three years compared to the share of 
R&D costs for the same period.

• Ratio of coverage of operating costs by received cash.
• Duration of the operating cycle.

Investment and market sustainability 
indicators
A digital ecosystem is a resource-intensive business unit 
that requires substantial capital investments. The return 
on these investments, the maintenance of fixed assets, and 
strategic acquisitions that introduce new products, ser-
vices, and technologies are key indicators for sustaining 
competitive advantages, ensuring operational stability, and 
supporting long-term growth plans.  
The investment sustainability metrics of a digital ecosys-
tem include:  
1. The share of investments in strategic partnerships 

and acquisitions.  
2. The asset renewability ratio.  
3. The ratio of capital expenditures to revenue.  

Additionally, the market sustainability indicators are:  
1. Market share and its changes over time.  
2. Brand reputation.  
3. Customer loyalty levels.  
4. The average check indicator.  

Furthermore, specific quantitative product metrics can be 
applied, such as:  
• Monthly active users (MAU).
• Daily, weekly, and monthly user engagement levels.

Digital transformation sustainability 
indicators
The rapid advancement of technology in recent years 
compels digital ecosystems to keep pace with innovation, 
continuously improving, modernizing, and investing in 
operational processes. Digital approaches such as digital 
twins, predictive maintenance, and decentralized deci-
sion-making can significantly enhance a company’s ability 
to respond to external disruptions, thereby increasing its 
resilience [22].  

The digital transformation of the supply chain is defined 
as the use of digital technologies to connect, integrate, and 
optimize business activities, including those involving sup-
pliers and customers [23]. A key aspect of supply chain re-
silience in digital ecosystems is cybersecurity.  
To mitigate risks such as data breaches, account hacking, 
financial theft, and unauthorized access to critical systems, 
organizations must not only implement advanced software 
solutions but also establish comprehensive cyber risk man-
agement policies. These policies should address financial, 
reputational, and organizational risks associated with IT 
infrastructure incidents.  
The security level of a digital ecosystem can be measured 
using the following key metrics:  
• Number of security incidents and their impact on 

business processes. 
• Financial losses incurred due to cyber threats.
• Time required to restore data after a cyberattack.
• Level of protection for digital assets and sensitive 

data. 
• Effectiveness of user training in cybersecurity. 
• Implementation of proactive security warnings for 

service users. 

Development of the Digital 
Ecosystem Sustainability Index 
(DESIn) 

Methodology of the Digital Ecosystem 
Sustainability 

Index (DESIn)

In our research, the sustainability of digital ecosystems is 
analysed across nine key areas of organizational develop-
ment for subsequent application in the balanced scorecard. 
Within each area, specific sustainability metrics are identi-
fied. These metrics are aggregated by area rather than being 
combined into a single indicator.  
Financial, operational, and investment sustainability indi-
cators are assessed using quantitative measures. The evalu-
ation process for these quantitative indicators follows these 
steps:  
1. Indicators are ordered from best to worst.  
2. The best-performing indicator receives a score equal 

to the highest ordinal number among the companies 
studied, while the worst-performing indicator 
receives the lowest ordinal number.  

In contrast, innovative sustainability, supply chain sustain-
ability, digital transformation, ESG (environmental, social, 
and governance), and corporate governance indicators are 
evaluated using qualitative methods. These assessments 
are based on custom-designed questionnaires containing 
non-quantitative metrics, developed through a literature 
review.  
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The assessment process for non-quantitative indicators fol-
lows these steps:  
1. Each digital ecosystem is classified into four groups 

based on the level of development and scale of the 
assessed indicator. Each group is assigned a score as 
follows:  
• 0 – indicator absent.  
• 0.5 – underdeveloped indicator.  
• 1 – moderately developed indicator.  
• 1.5 – highly developed indicator.  

2. The total points for each digital ecosystem are 
summed within each sustainability area.  

The market sustainability indicator is the only metric that 
combines both quantitative and qualitative indicators. Its 
aggregated result is calculated by:  
• Grouping quantitative indicators using the same 

ranking method as above.  
• Adding scores for non-quantitative metrics to derive 

a composite score.  
This approach provides a comprehensive sustainability 
assessment for each research area, enabling comparisons 
over time and across different digital ecosystems.  

Innovative sustainability indicators
For digital ecosystems, innovation is a fundamental mech-
anism that enables them to maintain competitive positions 
and enhance sustainability. Therefore, we propose evalu-
ating innovative sustainability by analysing innovations 
based on three key criteria: novelty, scale, and significance.  
The assessment is structured as follows:  
• 0.5 points – innovations related to existing services, 

products, technologies, or projects that enhance user 
experience. Examples include new data processing 
methods, additional services, etc.  

• 1.0 point – innovations or collaborative projects 
introducing a new direction already present in the 
market or enhancing socially significant products 
and services. In these cases, the primary focus is on 
user convenience rather than profit, such as accessible 
services for specific population segments.  

• 1.5 points – breakthrough innovations that transform 
the digital ecosystem’s market presence. These 
include major contracts, partnerships, or entirely 
new products and services that were previously 
unavailable in the market. Examples include 
expanding into a new country, launching a disruptive 
product, or adopting groundbreaking technologies.  

The total score for each company is calculated by summing 
its innovation points, with standardization applied if nec-
essary for comparison.  

Market sustainability indicators 
Despite the large number of product metrics, our index fo-
cuses on market position as a key sustainability indicator, 

comparing the services and products of different compa-
nies.  
Market position is evaluated using the following ranking:  
• If digital ecosystems operate within the same 

geographic area, market position is determined by 
the number of users.  

• If digital ecosystems operate in different geographic 
locations, relative indicators are used instead. For 
example, market share is measured as the percentage 
of users relative to the total population in a given 
area.  

Assessing services and products in digital ecosystems is 
more complex. The comparison is based on the following 
criteria:  
1. Exclusivity – a unique offering available only in one 

of the studied ecosystems.  
2. Novelty – whether a product is new to the market 

or has already gained widespread adoption with 
additional features.  

3. Popularity – measured by the rating or number of 
users.  

4. Diversity of additional features – for example, 
payment services may offer instalment plans, loans, 
cashback, and bonus points in addition to basic 
transactions.  

5. User experience factors, including ease of use, 
interface quality, instructions, and various service 
conditions.  

The comparison of digital ecosystems follows this se-
quence:  
• Exclusive offerings receive the highest score (1.5 

points).  
• For non-exclusive services, popularity metrics are 

used to rank organizations.  
If quantitative data is unavailable, the diversity of addition-
al services is analysed:  
• 0.5 points – standard set of features.
• 1.0 point – additional services that do not 

significantly impact usability. 
• 1.5 points – enhancements that substantially improve 

the user experience. 

Final aggregation and standardization: 
1. If quantitative market data is available, organizations 

are ranked accordingly, and scores are assigned.  
2. If both quantitative and qualitative metrics are used, 

the quantitative metrics are divided into four groups, 
each assigned a score of 0.0 / 0.5 / 1.0 / 1.5, following 
the same scale as qualitative indicators.  

3. Finally, the scores for market position and service/
product comparison are summed into a single 
indicator for each company, enabling direct 
comparison and standardization if necessary.  
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Supply chain sustainability indicators
Based on the literature review, we identified non-financial 
metrics that characterize supply chain sustainability, in-
cluding:  
1. Flexibility.  
2. Reliability.  
3. Visibility.  
4. Collaboration.  
5. Trust.  
6. Foresight.  
7. Omnichannel capabilities.  
8. Efforts to reduce supply chain duration.  
9. Supplier diversification.  
10. Technological flexibility in production.  
11. Supply chain coordination.  
12. Employee skills.  
13. Service quality.  
These metrics are assessed within digital ecosystems using 
the following criteria:  
• Existence of policies addressing each indicator.
• Consideration of ecosystem scale in policy 

implementation.
However, in some cases, explicit supply chain sustainability 
management policies are not publicly disclosed in corpo-
rate statements, development strategies, goals, analytical 
reports, or other business descriptions. In such instances, 
the openness of the digital ecosystem plays a critical role, 
as publicly available information may indirectly indicate 
how the company manages its supply chain quality.  
We use such indirect information to estimate supply chain 
management as follows:
• 0.5 points – indirect evidence of supply chain 

sustainability management.  
• 1.0 point – direct company statements on managing 

supply chain sustainability.  
• 1.5 points – formal policies that:  

a. Consider ecosystem scale,
b. Integrate metrics across all business areas,
c. Include specialized programs, and  
d. Implement unique initiatives for control, 

management, and recovery procedures.
The final score is calculated by summing the assessed indi-
cators for each company, allowing for comparative analysis 
and standardization if necessary.  

Digital transformation sustainability 
indicators
The digitalization level of a digital ecosystem is evaluated 
across four main categories:  
1. Digital Communications.  
2. Digital Data.  

3. Cybersecurity.  
4. Digital Technologies.  
Each category includes specific assessment criteria, de-
tailed as follows:  
1. Digital Communications.  

• Means of information exchange.  
• User engagement tools.  
• Feedback mechanisms.  

Scoring criteria:  
• 0.5 points – basic availability of a specific service.  
• 1.0 point – improved version of the service, 

integrated with other services/products  
• 1.5 points – multiple similar offerings or an 

exclusive feature that significantly enhances user 
experience. 

2. Digital Data  
• Data availability and accessibility for 

participants.  
• Data management policies.  
• Data collection and storage infrastructure.  
• Data analytics tools.  
• Permissions for data usage by external users.  

Scoring criteria:  
Data management policy:  

• 0.5 points – basic policy in place.  
• 1.0 point – policy supplemented by transparency, 

accessibility, and regular updates.  
• 1.5 points – comprehensive policy with defined 

roles, responsibilities, and the ability for users to 
delete personal data.  

Data collection and storage:  
• 0.5 points – presence of specialized data centres.  
• 1.0 point – advanced security systems and high-

tech data centres.  
• 1.5 points – high-performance data centres with 

backup systems, loss prevention, and no major 
failures in the last three years  

Data analytics:  
• 0.5 points – basic analytics tools or pre-made reports.  
• 1.0 point – advanced data visualization and a wider 

variety of metrics.  
• 1.5 points – AI-driven analytics, machine learning, 

and sophisticated data processing tools.  
Permissions for data usage:  

• 0.5 points – permission granted, but with 
recorded privacy concerns.  

• 1.0 point – strict confidentiality control and legal 
compliance.  

• 1.5 points – full compliance with ethical and 
privacy standards, ensuring strict data security.  
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3. Cybersecurity:  
• Cybersecurity policies.  
• User data protection.  
• User data management.  
• Vulnerability detection programs.  

Scoring criteria:  
• Cybersecurity policy & data protection:  
• 0.5 points – basic policy in place.  
• 1.0 point – dedicated cybersecurity department and 

standard access verification technologies.  
• 1.5 points – certified security measures, response 

protocols, and strict access controls.  
 User data management:  

• 0.5 points – basic account access control.  
• 1.0 point – enhanced security measures for user 

data.  
• 1.5 points – full transparency and complete 

control over personal data, including the ability 
to delete all information.  

Vulnerability detection programs:  
• 0.5 points – basic feedback mechanisms.  
• 1.0 point – structured programs for detecting 

vulnerabilities.  
• 1.5 points – comprehensive research, training, 

and cybersecurity events.  
4. Digital Technologies:  

• Blockchain.  
• Robotics and automation.  
• Artificial intelligence (AI) & machine learning.  
• Management platforms.  
• Big data analytics systems.  
• Cloud services & virtual storage.  
• Internet of Things (IoT).  
• Internet of Services (IoS).  
• Distributed ledger technologies.  
• Extended reality (XR): virtual reality (VR), 

augmented reality (AR), mixed reality (MR).  
Scoring criteria:  
Adoption & development:  

• 0.5 points – use of a single blockchain or similar 
technology.  

• 1.0 point – implementation of multiple digital 
technologies.  

• 1.5 points – participation in technology 
development, attracting users, or specialization 
in a competitive area.  

Sustainable development indicators – ESG 
The sustainable development indicators used for calculat-
ing the index can be categorized into four key groups:  

1. Quality of Life – accessibility, convenience, service 
quality, and safety.  

2. Ethics and Integrity – information security, personal 
data protection, anti-corruption and anti-monopoly 
measures, responsible procurement, and content 
quality.  

3. Human Development – employee well-being, service 
partnerships, and education for all.  

4. Environmental Impact – energy efficiency of 
infrastructure, waste management, and carbon 
footprint.  

Additionally, we evaluated corporate governance sustaina-
bility using the following criteria:  
• Board independence.  
• Board qualification level.  
• Share of related party transactions in revenue.  
• Presence of an audit committee.  
• Independence of the HR and remuneration 

committee.  
• Number of violations of minority shareholders’ 

rights.  

Application of digital ecosystem 
taxonomy and the DESIn index

Application of digital ecosystem taxonomy
The authors applied the adapted digital ecosystem taxono-
my to the investigated companies, Yandex and VK Group. 
The results confirmed the relevance of selecting these com-
panies for the study, as they are industry leaders within the 
same geographic region, operate in the same sector, utilize 
similar technologies, and offer comparable services and 
products. However, they differ in financial and operational 
indicators, strategies, and overall business activities.
To explore these differences, we applied the Digital Ecosys-
tem Sustainability Index (DESIn), which was specifically 
developed to this end.

Using the DESIn index
The application of the DESIn sustainability index to the an-
alysed digital ecosystems shows that VK Group is a weak 
company in of sustainability metrics. It lags behind Yandex 
in almost all areas, with the exception of quantitative in-
vestment indicators, where it it shows results better than 
Yandex. 
Yandex, on the other hand, demonstrates a high level of 
sustainability across most areas, achieving scores close to 
the maximum, despite having the lowest result in the in-
vestment category. We attribute the latter to forced trans-
formations within the company driven by geopolitical fac-
tors, particularly its redomiciliation in 2024.  
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Measurement of quantitative indicators of the DESIn index
The analysis of quantitative indicators of the DESIn index and the normalization of data are presented in Tables 1 and 2.

Table 1. Quantitative indicators of DESIn index stability

Digital ecosystem Yandex VK Group

Time period 2021 2022 2023 2021 2022 2023

Financial indicators

Current liquidity 1.80 1.28 0.89 0.80 1.02 0.88

Financial autonomy ratio 0.53 0.55 0.38 0.57 0.47 0.34

Net Debt / EBITDA -0.66 -0.50 0.46 1.16 5.08 233.8

Return on assets (ROA), % 1.60 1.70 3.50 -5.20 -7.50 -8.60

Operational indicators

Asset turnover 0.69 0.85 1.02 0.42 0.36 0.33

Exceeding the average revenue growth 
over three years over the share of costs 
in R&D, % 

154 110

Ratio of coverage of operating costs by 
received cash 0.90 0.98 0.97 1.09 0.85 0.98

Duration of the operating cycle 68.27 82.02 75.27 64.51 192.35 186.98

Investment indicators

Share of investments in strategic partner-
ships and acquisitions, % 0.00 1.42 0.00 7.55 0.00 12.48

Asset renewability index, % -0.02 19.63 27.55 2.37 21.15 11.04

CAPEX / Revenue, % 13.00 10.00 11.00 10.00 16.00 24.00

Source: calculated by the authors.
Table 2. Ranking and normalization of quantitative sustainability indicators

Digital ecosystem Total Normalization

Yandex VK Group Yandex VK Group

Financial indicators 9 4 8.2 3.6

Current liquidity 2 1    

Financial autonomy ratio 2 1    

Net Debt / EBITDA 2 1    

Return on assets (ROA) 3 1    

Operational indicators 8 5 7.3 4.5

Asset turnover 1 2    

Exceeding the average revenue growth 
over three years over the share of costs 
in R&D

3 1    

Ratio of coverage of operating costs by 
received cash 2 1    

Duration of the operating cycle 2 1    
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Digital ecosystem Total Normalization

Yandex VK Group Yandex VK Group

Investment indicators 3 6 3.3 6.7

Share of investments in strategic partner-
ships and acquisitions 1 2    

Asset renewability index 1 2    

CAPEX / Revenue 1 2    

Source: calculated by the authors.

In terms of financial and operational performance, Yandex 
demonstrates strong results in several key areas, including 
return on assets and development efficiency. However, its 
low investment indicators may suggest a focus on short-
er-term returns rather than long-term investments.  
Conversely, VK Group lags behind, exhibiting the longest 
operating cycle and a negative return on assets.

Assessment of innovative sustainability 
indicators
Due to limited available information, our analysis relied on 
news articles, reviews, and publicly available information 
on the company’s website.  
Methodology for data collection and evaluation:  
1. Internet searches were conducted using keyword 

combinations such as “new project”, “new 
development”, and “new product”, along with the 
company’s name and the period 2023–2024.  

2. The collected information was then evaluated based 
on the predefined criteria for assessing this indicator.  

3. To ensure comparability, we selected the same 
number of projects for each company from the first 
pages of search engine results and assessed them 
accordingly.  

Findings:  
• Yandex is focused on horizontal ecosystem 

expansion, introducing new brands and investing in 
autonomous vehicle development.  

• VK Group, in contrast, concentrates on improving 
and enhancing existing services and products.

Assessment of market sustainability 
indicators
The comparison of digital ecosystems based on this criteri-
on revealed differences in services and products.  
VK Group’s development strategy, which focuses on social 
networks, video content, and messaging services, does not 
encompass certain O2O (online-to-offline) assets (Table 3).  
As a result, this category of services and products received 
a lower evaluation in the assessment.

Table 3. Assessment of market sustainability indicators

Indicator Normalization Estimation

Yandex VK Group Yandex VK Group

Coverage of the population within the 
geographical area, million people, %     56.70 46.10

Grouping 0.6 0.3 1.0 0.5

Quality of different services and products

Differences 3.9 0.6 6.5 1

Bank     1 0

Browser     1 1

Car and kick sharing, taxi     1 0

Transport schedule     1.5 0

Telemedicine services     0.5 0

Delivery services     1.5 0
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Indicator Normalization Estimation
Yandex VK Group Yandex VK Group

Quality of similar services 

Similar services 3.6 1.8 6 3

Maps, route diagrams, navigators     1.5 0.5

Shop     1 0.5

Communication     0.5 1

Search engine     1.5 0.5

Other services     1.5 0.5

Total 8.2 2.7 13.5 4.5

Source: calculated by the authors.

After selling Zen to VK Group, Yandex lost part of its au-
dience but simultaneously began developing Yandex Q. 
The company offers a wide variety of services, maintains 
continuous development, and provides strong alternatives.

Assessment of supply chain sustainability 
indicators
The level of openness of the studied digital ecosystems var-
ies, resulting in limited or unavailable information on sup-
ply chain sustainability management policies. In such cases, 
analytical and news reviews, as well as company job post-
ings, served as alternative sources of information. All com-
panies demonstrate a high level of supply chain sustaina-
bility, which provides them with a competitive advantage.

Assessment of digital transformation 
sustainability indicators 
Digitalization indicators are high for both companies, al-
though VK Group’s indicators are slightly lower, likely due to 
the company’s level of information openness. Both compa-
nies utilize widespread modern digital technologies. Yandex 
has placed a strong emphasis on AI technologies, launching 
Neuro in early 2024 – an AI-powered search engine that pro-
vides detailed answers using Internet data and is integrat-
ed into other ecosystem products. VK Group, on the other 
hand, focuses on advancements in cloud services, including 
storage and data management. Both companies are actively 
developing across key areas of digitalization, which positive-
ly contributes to their long-term sustainability.

Assessment of sustainable development 
indicators – ESG
The normalized values of these indicators are presented in 
Table 4.
Table 4. Assessment of sustainable development indica-
tors – ESG

Indicator Yandex VK Group
Quality of life 1.3 1.0

Available environment 0.6 0.6

Indicator Yandex VK Group

Convenience, quality and 
security of services 0.6 0.3

Ethics and integrity 2.6 1.6

Information security and 
personal data protection 0.6 0.3

Responsible purchases 0.6 0.0

Content quality 0.6 0.6

Anti-corruption and anti-
trust measures 0.6 0.6

Human development 1.9 1.9

Staff 0.6 0.6

Service partners 0.6 0.6

Education for all 0.6 0.6

Environmental impact 1.9 0.6

Energy efficiency of own in-
frastructure 0.6 0.3

Waste management 0.6 0.3

Carbon footprint 0.6 0.0

Risk management 0.6 0.6

Total 8.4 5.8
Source: calculated by the authors.

Assessment of corporate governance 
sustainability indicators 
The normalized values of these indicators are presented in 
Table 5.
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Table 5. Assessment of corporate governance indicators

Indicator Yandex VK Group

Board 5.3 3.7

Board independence 1.1 0.5

Qualification and election 
process: 1.1 0.5

Transactions with related 
parties 1.1 0.5

Audit Committee 1.1 1.1

Election process 1.1 1.1

HR and Remuneration 
Committee 2.1 2.1

Independence of the 
committee 0.5 0.5

Powers and responsibilities 
of the committee 0.5 0.5

Committee involvement in 
company processes 1.1 1.1

Shareholder rights 2.6 2.6

Right to participate in 
company management 1.1 1.1

Right to receive information 1.1 1.1

Right to receive dividends 0.5 0.5

Total 10.0 8.4

Source: calculated by the authors.

Analysis of the impact of the DESIn 
index on EVA
Investigating the impact of the DESIn 
index on EVA using financial modelling
To investigate the impact of the DESIn Digital Ecosystem 
Sustainability Index, developed by the authors, for Yandex 
and VK Group, we constructed financial models that in-
clude the following steps: 
1. Data collection and analysis.
2. Revenue forecasting. 
3. Estimation of operating expenses.
4. Assessment of capital expenditures and investments.
5. Calculation of the free cash flow (FCF).

6. Evaluation of the weighted average cost of capital 
(WACC).

7. Calculation of the economic value added (EVA). 
8. Estimation of the discounted cash flow (DCF) for 

comparison with the EVA method.

Financial model for Yandex
The assumptions and indicators were analysed and se-
lected to ensure the correct calculation of metrics for the 
Search and Portal division, which includes services such as 
Search, Geoservices, Weather, and several other offerings 
in Russia, Belarus, and Kazakhstan, and accounts for near-
ly all of Yandex’s advertising revenue.  
Additionally, market indicators were identified and ana-
lysed for the E-Commerce division, which includes ser-
vices such as Yandex Market, the express grocery delivery 
service Yandex Lavka in Russia, and the grocery delivery 
service Yandex Food. The company’s revenue streams were 
categorized into the following areas: 
• Search advertising.
• Performance CPX.
• Performance video.
• Media advertising.
• E-commerce.
• Ridetech.
• Delivery.
• Yandex Plus.
• Yandex Music.
• Kinopoisk.
• Yandex Afisha.
• Yandex Studio.
• Yandex SDG.
• Yandex Cloud.
• Yandex 360.
• Yandex Education (Practice).
• Devices.
• Alice.
Operating expenses were calculated based on historical 
unit rates and revenue percentages, with growth rates 
and revenue percentages validated by market research. 
Capital expenditures were estimated based on historical 
revenue percentages, and similar percentages were ap-
plied to depreciation and working capital. The WACC 
calculations, based on the Yandex financial model, are 
presented in Table 6.

Table 6. WACC estimation for Yandex

WACC calculation
Cost of equity Calculation % 17.02

Risk-free rate OFZ 15y % 13.80

Beta unlevered Cbonds, YNDX # 0.42
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WACC calculation

D/E Analogous # 0.05

Tax rate Tax code RF # 20%

Beta levered Calculation # 0.42

ERP Kroll % 6.22

Size-premium Kroll % 0.50

Target capital structure

D/E Damodaran # 0.05

Cost of debt YTM of Softline’s bonds % 16.00

Marginal Tax rate Tax code RF % 20.00

After tax cost of debt Calculation % 12.80

WACC Calculation % 16.69

Source: calculated by the authors.
The calculations were verified by constructing a discounted cash flow (DCF) model. The low debt-to-equity (D/E) ratio 
was determined based on a retrospective analysis of Yandex’s historical financial reports, as well as a comparison with 
competitors. Yandex maintained negative net debt from 2019 to 2022. The calculations of economic value added (EVA) for 
Yandex are presented in Table 7.

Table 7. Calculation of economic value added (EVA) for Yandex

Indicator 2024 2025 2026 2027 2028 2029

Equity value 369.2 490.5 693.8 967.5 1 326.0 1 784.6 

Added value 33.9 57.5 139.7 193.7 254.1 319.3 

Current invested capital 888.5

PV of value added 696.7

Equity value 1 585.2

Value per share 4 204.8
Source: calculated by the authors.

Financial model for VK Group
Similar macroeconomic and market assumptions to those used for Yadex were applied in developing the financial model 
for VK Group. The assessment of the company was conducted across various segments of its ecosystem, as reflected in the 
developed model. The only significant difference is the higher WACC, attributed to the company’s substantial debt burden 
(Table 8).

Table 8. WACC estimation for VK Group

WACC calculation
Cost of equity Calculation % 26.39 

Risk-free rate OFZ 10y % 13.80

Beta unlevered Damodaran # 1.08

D/E Analogous # 1.00

Tax rate Tax code RF, % # 20

Beta levered Calculation # 1.94
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WACC calculation

ERP Kroll % 6.22

Size-premium Kroll % 0.50

Target capital structure  

 D/E Damodaran # 1.00

Cost of debt VK bonds % 15.62

Marginal tax rate Tax code RF % 20.00

Cost of debt after tax Calculation % 12.50

WACC Calculation % 18.19

Source: calculated by the authors.

The calculations of economic value added (EVA) for VK Group are presented in Table 9.

Table 9. Calculation of economic value added (EVA) for VK Group

Indicator 2024 2025 2026 2027 2028 2029
Equity value 173.3 175.5 178.5 182.5 188.2 196.1 

Added value (23.2) (12.4) 2.2 22.2 49.9 88.7 

Required return on invested capital 31.5 31.9 32.5 33.2 34.2 35.7 

PV of value added 108.2      

Equity value 108.2 

Value per share 478.4      

Source: calculated by the authors.

Main conclusions of financial 
modelling
Our financial models show that the value of Yandex is ex-
pected to grow for the following reasons:
1. Yandex remains the most successful Russian Internet 

company with a highly diversified business portfolio.
2. Despite external challenges, the company’s revenue 

grew by 46% in 2022 and by 53% in 2023. This 
growth is expected to continue, driven by the rapid 
development of the e-commerce, ridetech, and 
delivery markets, where Yandex holds a significant 
share: in 2023, these markets generated 420 billion 
roubles (+61% YoY). The advertising market will 
further drive stock market growth.

3. The departure of many foreign companies has 
encouraged Yandex to focus on the development of 
its own ecosystem.

4. Although the e-commerce segment is still operating 
at a loss, all assets in this area are nearing breakeven. 
Yandex Market, for example, was close to breaking 
even as of July and is expected to become profitable in 
the coming quarters. Ridetech has historically posted 
positive EBITDA, and O2O services are working 
toward operational efficiency, with expectations for 
profitability in the next few years.

5. The number of service subscribers is growing rapidly, 
with Yandex.Plus subscribers increasing by 66% in 
2022 and 58% in 2023. This indicates that Yandex 
is successfully pursuing its growth strategy and will 
continue on this path.

6. The company maintains a low debt-to-EBITDA ratio 
of 0.7, showing a low debt burden.

Key risks for Yandex:
1. Yandex is expanding its business in various segments, 

but faces high competition in all areas. There is a 
risk that failure in any major segment could hinder 
growth expectations.

2. Legislative and regulatory challenges may affect 
operations.

3. Western sanctions against the Russian  
Federation negatively impact collaborations with 
foreign companies and the acquisition of foreign 
expertise. The ban on high-tech equipment from 
Western countries may significantly increase 
modernization costs or lead to technological 
backwardness.

4. The company has been generating negative free cash 
flow in recent years due to active investments in 
growth.

5. Yandex does not currently pay dividends.
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6. Shares are traded at a high EV/EBITDA multiple of 
15.7 for the Russian market, though this could be 
justified given the company’s growth projections.

In contrast, our analysis for VK Group indicates that the 
company’s shares should be sold at this time for the follow-
ing reasons:
1. Slowing revenue growth: VK’s Social Media & 

Content Services revenue growth slowed to 31% in 
H2 2023, down from 41% in H1. This slowdown is 
partly due to the low base effect.

2. Decreasing profitability: Social Media EBITDA 
dropped significantly from 19% in H1 2023 to just 
1% in H2 2023, reflecting a significant deterioration 
in profitability.

3. High investment, low profitability: Despite a 10–11% 
growth in MAU/DAU, the company is still incurring 
significant losses. For instance, the EdTech segment 
posted an EBITDA loss of RUB 111 million in H2 
2023.

4. Negative free cash flow: The company reported a free 
cash flow (FCF) loss of RUB 35 billion in 2023 (RUB 
44 billion including M&A), compared to a loss of 
RUB 12 billion in 2022.

5. Growing debt burden: VK’s net debt increased from 
RUB 98 billion in H1 2023 to RUB 139 billion by the 
end of the year, indicating a deteriorating financial 
position.

6. Weak share performance: The company’s shares show 
a negative free cash flow yield of –29% in 2023, –14% 
in 2024, and –3% in 2025, making them less attractive 
to investors.

7. Profitability issues in other segments: Segments such 
as VK Play, RuStore, and voice technologies have also 
shown EBITDA losses, which negatively impact the 
company’s overall profitability.

8. Overvaluation: The current EV/EBITDA of 64.6 
indicates that VK shares are significantly overvalued 
compared to the market average, which may 
necessitate a revision of their value. 

These factors highlight the significant financial and op-
erational risks associated with owning VKontakte (VK) 
shares, making them less attractive to investors.
Key takeaway: Financial modelling confirms that the DES-
In index calculations are correct. Yandex’s ecosystem is 
more developed than VK’s, which requires modernization 
to stay competitive.

Conclusion
In our research on digital ecosystems, we adapted a tax-
onomy for Russian companies based on a comprehensive 
review of the literature and global digital ecosystems. This 
taxonomy enables us to identify the key classification fea-
tures of business models and form a clearer understanding 
of their specifics. The elements of this taxonomy can also be 
applied to develop business models for digital ecosystems.

Our literature review and financial modelling demonstrat-
ed a positive impact of the Digital Ecosystem Sustaina-
bility Index (DESIn) on economic value added (EVA). 
Companies with high DESIn scores, such as Yandex and 
VK Group, show higher EVA. This confirms that the sus-
tainability of digital ecosystems contributes to an increase 
in company value by enhancing operational efficiency, re-
ducing risks, and attracting investment. The DESIn index 
we developed provides a framework for detailed, full-scale 
studies of digital ecosystems, with flexible implementation. 
It uses data for external users and examines key areas of 
an organization’s activities through both quantitative and 
non-quantitative indicators.
Digital ecosystems with high DESIn values demonstrate 
significant improvements in operational efficiency, includ-
ing better supply chain resilience management and use of 
digital infrastructure. These improvements lead to higher 
asset turnover, reduced operating costs, and optimized 
business processes, all of which contribute to EVA growth. 
High DESIn values also positively impact the investment 
attractiveness of companies. Sustainable digital ecosystems 
attract more investors due to their stability and long-term 
growth potential, thereby increasing company value.
Companies with high DESIn scores are also more likely 
to implement innovations that help them maintain com-
petitive advantages and adapt to rapidly changing market 
conditions. Innovative sustainability metrics show a strong 
correlation with EVA growth, leading to greater investor 
confidence and, ultimately, an increase in company value.
In conclusion, our study has achieved its objectives and 
solved the set tasks: we identified the main features and cri-
teria of digital ecosystems, explained the relevance of sus-
tainability indicators and their impact on company value, 
and developed a method for measuring the sustainability 
of digital ecosystems. The DESIn index has shown its effec-
tiveness in analysing digital ecosystem sustainability.
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Introduction 
Corporate innovation is a key factor in achieving compet-
itive advantage for enterprises. Technological advance-
ments have been proven to create jobs and increase income, 
thereby significantly promoting macroeconomic growth 
[1–3]. Consequently, innovation is often considered a po-
tent tool for enhancing national competitiveness [4–5]. 
High-quality innovation typically leads to breakthrough 
products, services, or processes, providing sustainable 
competitive advantages that are difficult for competitors to 
replicate, thus ensuring a more enduring market position 
[6–9]. However, high-quality innovation also increases the 
risk of failure, potentially depleting resources and damag-
ing the company’s reputation [10–12]. Conversely, firms 
that emphasize quantity of innovation, even at the expense 
of quality, often view this approach as a risk mitigation 
strategy: if some high-quality innovations fail, others may 
succeed, balancing the overall outcome. Unfortunately, an 
excessive focus on quantity can dilute resources, reduce 
overall innovation quality, and lead to long-term strategic 
disadvantages [13].
While many transitional countries and regions have pol-
icies that encourage firms to increase innovation activi-
ties, these policies often place relatively less emphasis on 
the quality of innovation [14–15]. Previous studies have 
debated the extent to which ownership structure can in-
fluence overall innovation [16]. While the importance of 
overall innovation quantity is undeniable, exploring the 
relationship between ownership structure and innovation 
quality can help to better assess the true “innovation value” 
of ownership. The Anglo-American model, characterized 
by dispersed ownership, and the German-Japanese mod-
el, characterized by bank-based financing, concentrated 
ownership, and insider ownership, are specific to devel-
oped countries [17]. These established models may not 
accurately describe the unique institutional differences in 
transitional economies. For instance, Chinese firms have 
distinct characteristics in their equity structures, including 
more concentrated ownership, prevalent family ownership, 
and a growing trend of state ownership [18]. However, ex-
isting literature lacks a comprehensive assessment of the 
relationship between ownership structure and innovation 
quality in these transitional economies. Addressing this 
gap is crucial as equity structure influences the incentive 
mechanisms for both internal and external stakeholders. 
Understanding these relationships can help firms allocate 
resources more effectively, directing them toward high-val-
ue innovation activities.
This paper aims to fill this gap. Firstly, we provide a thor-
ough analysis and comparison of ownership structures. 
Specifically, we examine the impact of ownership con-
centration, state ownership, institutional ownership, and 
managerial ownership on innovation quality. Secondly, we 
measure the quality of innovation by utilizing invention 
patent information from Chinese listed companies. By ex-
amining the technological content of patents, we differen-
tiate high-quality invention patents from other categories 
of lower-quality patents within China’s patent applications. 

This approach allows us to identify high-quality patents 
within the scope of corporate innovation activities. Chi-
na, as a significant economic power with a transitional 
economy, offers an interesting context for examining the 
relationship between ownership structure and innovation 
quality, given its distinctive corporate governance models 
compared to developed countries. Our sample comprises 
data from 3,837 Chinese listed firms from 2012 to 2021. 
The results indicate that state, institutional, and managerial 
ownership positively influences innovation quality, while 
ownership concentration has a negative impact.
This paper makes several contributions. Firstly, it examines 
the relationship between ownership structure and inno-
vation quality from multiple perspectives, addressing the 
limitations of previous research that focused solely on the 
impact of a single type of ownership on innovation. Sec-
ondly, it extends the literature on the relationship between 
equity structure and innovation quality, a topic that has 
been underexplored, particularly in transitional econo-
mies. By utilizing invention patent information, this study 
offers new insights, which are valuable for emerging econ-
omies seeking to improve their innovation governance 
mechanisms and achieve economic transformation.
The remainder of this paper is structured as follows. Sec-
ond section reviews the existing literature and develops 
the hypotheses. Third section describes the data, main 
variables, and research methods used in this study. Fourth 
section presents the empirical results, while Fifth section 
concludes the paper.

Theoretical Foundations and 
Hypothesis Development

Agency Theory
Agency theory, a fundamental component of institution-
al economics and contract theory, primarily focuses on 
the principal-agent relationship [19]. This relationship 
involves one or more principals hiring agents under a 
contractual agreement, granting the agents certain deci-
sion-making authority to manage the firm. As companies 
grow and evolve, corporate governance mechanisms also 
change, with the separation of ownership and control be-
ing a prominent indicator of this transformation [20].
Agency theory posits that agents typically possess more 
information than principals, and this information asym-
metry adversely affects the principals’ ability to effectively 
monitor whether the agents are acting in the principals’ 
best interests [21–22]. Conflicts of interest and differing 
priorities, such as attitudes towards innovation risk, lead 
to agency conflicts when agents act on behalf of principals 
[23]. These principal-agent problems arise when the in-
terests of the two parties diverge and when there is infor-
mation asymmetry, with agents having more information. 
Principals cannot directly ensure that agents always act in 
their best interests, especially when activities beneficial to 
the principals involve high costs and risks for the agents, 
such as innovation activities [20; 24].
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Institutional Theory
Institutional theory focuses on the interaction between in-
stitutions and organizations, emphasizing that corporate 
behaviour is largely influenced by specific social and insti-
tutional contexts or frameworks [25–27]. These institutions 
include social, economic, and political organizations, as well 
as informal social norms and rules. When formulating and 
implementing business strategies, companies need to con-
sider their external environment and institutional norms 
[28]. This is particularly important in transitional econo-
mies, where firms must adapt to different institutional con-
straints to acquire necessary resources and support [29].
The institutional dimension of firms allows scholars to bet-
ter understand corporate decisions regarding the adapta-
tion to the institutional logic of developing new or internal 
resources. Many Chinese scholars have observed that insti-
tutional factors alter the application of agency theory as-
sumptions in state-owned enterprises (SOEs) [30–31]. Due 
to path dependence, Chinese SOEs are subject to exten-
sive government intervention, including ownership con-
trol and the recruitment system for senior managers [32]. 
Specifically, although SOEs enjoy privileges conferred by 
government agencies, the links between the government 
and SOEs create institutional pressures that compel SOEs 
to use resources to attain public goals set by the govern-
ment, including economic growth and national innovation 
strategies [30; 32].

Hypothesis Development

Ownership Concentration and Innovation 
Quality
The relationship between ownership concentration and 
innovation can be predicted by considering the role of in-
formation asymmetry in the corporate innovation process. 
Generally, managers tend to focus more on short-term fi-
nancial returns than long-term innovation benefits. This 
myopic behaviour can lead to reduced investment in inno-
vation activities [33].
From an agency theory perspective, ownership concentra-
tion serves as a monitoring mechanism to reduce infor-
mation asymmetry [34]. When ownership is concentrat-
ed among large shareholders, these shareholders have a 
stronger incentive to oversee information relating to inno-
vation investments and influence management [35]. This 
mitigates the problem of dispersed ownership, where small 
shareholders are neither willing nor able to bear the costs of 
monitoring managers. Furthermore, the value of the shares 
held by large shareholders depends on the commercial val-
ue of the company, and successful innovation often leads 
to an increase in stock prices [36]. Given their focus on 
the company’s stock price, large shareholders are more mo-
tivated to oversee investments in high-quality innovation 
activities and promote R&D processes that have a potential 
to yield significant innovation benefits, thereby ensuring 
the enhancement of innovation quality in the firm. Thus, 
our first hypothesis may be formulated as follows: 

H1: Ownership concentration positively influences the 
quality of innovation.

State Ownership and Innovation Quality
In emerging markets, institutional factors significantly 
influence firms’ R&D activities [37–40]. These factors in-
clude social, economic, and political organizations, as well 
as informal social norms and rules. The innovation process 
is seen as a dynamic accumulation of learning and innova-
tion, intricately linked with the country’s economic struc-
ture and institutional environment [41]. Therefore, when 
formulating and implementing corporate strategies, SOEs 
in transition economies must prioritize external environ-
ment considerations and their own institutional norms.
The managers of Chinese SOEs exhibit distinct institu-
tional characteristics, being more akin to bureaucrats than 
to typical private entrepreneurs [42]. This unique group 
frequently rotates positions with government officials. 
Notably, within this specific institutional context, SOE 
managers, acting as agents of the government shareholder, 
are driven by political motives and often adhere to public 
economic goals set by the government. These political mo-
tives overweigh general short-term profit considerations 
[43]. Indeed, higher political ranks typically lead to rapid 
increases in income and reputation, far beyond what short-
term corporate performance can achieve. The Chinese 
government tends to adopt long-term strategies to pro-
mote high-quality innovation and industrial upgrading. 
Consequently, the underlying political motivations drive 
SOEs to increase R&D investment and enhance innovation 
quality. This leads to our second hypothesis:
H2: State ownership positively influences the quality of in-
novation.

Institutional Ownership and Innovation 
Quality
Institutional investors have emerged as major players in 
the field of corporate governance. Prior research indicates 
that they positively impact corporate performance and 
strategic decision-making by monitoring and constraining 
managers’ self-serving motives. Institutional investors also 
contribute to reducing agency costs by exerting pressure 
on managers to focus on company performance and com-
petitive potential [44–45].
Unlike dispersed small shareholders, institutional inves-
tors typically hold significant stakes, which motivate them 
to oversee managers’ innovation decisions. This oversight 
can reduce managerial opportunism and ensure that cor-
porate resources are genuinely directed toward improving 
innovation quality [46]. Furthermore, institutional inves-
tors play a crucial coordinating role among internal and 
external stakeholders, including the government, board 
of directors, employees, and suppliers [47]. As both major 
shareholders and key participants in the national econo-
my, these institutional investors exert pressure on firms 
to pursue long-term innovation outcomes associated with 
high-quality innovation rather than merely short-term 
performance. Therefore, we hypothesize:
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H3: Institutional ownership positively influences the qual-
ity of innovation.

Managerial Ownership and Innovation 
Quality
In the realm of corporate governance, innovation is char-
acterized by its long-term and high-risk nature [48]. Due 
to information asymmetry, managers possess more infor-
mation than shareholders [49]. When acting on behalf 
of shareholders, managers may prioritize their personal 
short-term interests, fearing the potential failure of inno-
vative projects. This can lead them to make decisions that 
favour their interests rather than the company’s long-term 
success. Unlike shareholders, who typically pursue long-
term gains and acknowledge the inherent risks of innova-
tion, managers may be less inclined to invest in innovation 

due to its potential negative impact on short-term perfor-
mance.
However, when managers hold significant ownership stakes 
in the company, their interests align more closely with those 
of shareholders [50]. This alignment mitigates the agency 
problem, as managers are more likely to act in the best inter-
ests of the company, focusing on long-term value creation 
through innovation. Equity incentives provide managers 
with a vested interest in pursuing high-reward innovation 
strategies. Since their personal wealth is tied to the com-
pany’s innovation performance, managers are motivated to 
ensure the success of innovation initiatives, thus improving 
the quality of innovation activities. Based on this rationale, 
we propose the following hypothesis:
H4: Managerial ownership positively influences the quality 
of innovation.

Figure 1. Summary of Hypotheses in this Study

Ownership Structure
• Owner concentration
• State Ownership
• Institutional Ownership
• Managerial Ownership

Innovation 
Quality

H1, H2, H3 and H4

Methodology

Sample and Data
Using the CSMAR database, we constructed a compre-
hensive dataset covering the ownership and financial in-
formation of Chinese listed companies from 2012 to 2021. 
Patent information related to innovation was sourced from 
the CNRDS database. The data underwent the following 
pre-processing steps: 1) financial firms (e.g., banks, insur-
ance companies, and mutual funds) were excluded due to 
their distinct governance structures; 2) companies that 
experienced consecutive losses for two years and faced 
delisting risks were removed, as these firms are marked 
as “Special Treatment” by the China Securities Regulatory 
Commission, indicating severely abnormal financial con-
ditions; 3) companies with missing data were excluded to 
minimize the impact of incomplete data on the results; and 
4) all continuous variables were winsorized at the 1st and 
99th percentiles.

Variable Measurement and Model 
Specification
The dependent variable in this study is innovation quality 
(IQ), measured as the natural logarithm of the number of 
invention patents filed by the company. Invention patents 
typically involve new technical solutions, reflecting high 
levels of technological innovation and R&D investment. 
Obtaining an invention patent requires a rigorous exami-
nation process, including evaluations of novelty, inventive-
ness, and utility. Therefore, invention patents often point 
to a company’s breakthroughs in technological innovation 

and high-quality R&D outcomes. In China, invention 
patents must meet the requirements of “novelty, inven-
tiveness, and utility” to pass the examination. In contrast, 
design patents or utility model patents only require the ab-
sence of prior similar applications. Thus, invention patents 
demonstrate a higher degree of technological advancement 
and quality. Additionally, IQ_A, defined as the natural log-
arithm of the number of granted invention patents, is used 
as a robustness check indicator. These are two of the most 
commonly used measures of innovation quality in previ-
ous research [51].
This study focuses on four key test variables. First, owner-
ship concentration (TOP1) is measured by the total per-
centage of shares held by the largest shareholder. In China, 
the prevalent phenomena of cross-holdings and pyramid 
structures have long complicated ownership frameworks, 
making calculations of state ownership percentages poten-
tially inaccurate, as the degree of control might not be fully 
reflected in direct shareholdings. To examine the impact 
of state ownership (SOE), we created a dummy variable, 
where 1 indicates that a firm is controlled by a government 
entity, and 0 otherwise. Institutional ownership (INST) 
refers to the proportion of shares held by institutional in-
vestors. Similarly, managerial ownership (Mshare) denotes 
the percentage of the company’s shares held by its manag-
ers. These measures align with those used in prior litera-
ture [30; 32].
Additionally, we included several control variables that po-
tentially affect IQ, consistent with prior research (e.g., Bey-
er et al., 2012; Choi et al., 2011; Pu & Zulkafli, 2024 [17; 32; 
35]). These variables include firm size (logarithm of total 
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assets), firm age (natural logarithm of years since establish-
ment plus one), financial leverage (total debt divided by to-
tal assets), sales growth (ratio of current to previous year’s 
operating revenue), and board size (natural logarithm of 
the total number of directors on the board). The measure-
ments of these variables are given in Table 1.
To mitigate the impact of unobserved industry heteroge-
neity and temporal variations on IQ, we included indus-
try and year fixed effects. This ensures that the observed 
relationship between ownership structure and innovation 
quality is not confounded by industry-specific or time-spe-
cific factors. The basic empirical model is as follows:

, 0 1 , 2 , 3 ,

4 , 5 , 6 ,

, (1)

α α α α

α α α

ε

= + + + +

+ + + + +

+ +

i t i t i t i t

i t i t i t

IQ OS Size FirmAge
Lev Growth Board Year

Industry

where 0α  denotes the intercept, and 1 6α α−  are the co-
efficients to be estimated. OS refers to the four ownership 
structure variables – TOP1, SOE, INST, and Mshare; 𝜀 is 
the error term; i denotes the cross-sectional dimension for 
firms; and t denotes the time series dimension.
Table 1. Summary of Variable Descriptions and Measure-
ments

Measurement
Panel A: Dependent Variables

IQ
The natural logarithm of the 
company’s applied invention 
patents plus one.

Panel B: Independent Variables

TOP1 The percentage of firm shares 
owned by the largest shareholder.

SOE
Dummy variable equal to 1 if the 
company is a state-owned entity 
and 0 otherwise.

INST The percentage of company shares 
owned by institutional investors.

Mshare The percentage of company shares 
owned by top management.

Panel C: Control Variables
Size The logarithm of total assets.

FirmAge 
The natural logarithm of the 
number of years since the firm’s 
establishment plus one.

Lev The book value of total debts 
divided by total assets.

Growth 
The ratio of the change in 
operating income to the operating 
income in the previous year.

Board 
The natural logarithm of the total 
number of directors on the firm’s 
board.

Source: prepared by the author.

Findings and Discussion

Descriptive Statistics and Correlation 
Matrix
The descriptive statistics for the key variables in our study 
are presented in Table 2; they include the mean, standard 
deviation, and minimum and maximum values. From 
Table 2, we see that the mean innovation quality (IQ) for 
3,837 listed firms in China during 2012–2021 is 1.873. The 
mean number of granted patents (IQ_A) is slightly lower at 
1.231, indicating that the actual number of granted patents 
is generally lower than the total number of patent applica-
tions. This aligns with the reality of patent activities, as not 
all applications are ultimately accepted.
Regarding the test variables, the average ownership con-
centration (TOP1), measured by the largest shareholder’s 
holding percentage, is 34.015%, with a standard deviation 
of 14.757%, and ranges from 8.630% to 74.180%. The mean 
value of state ownership (SOE) is 0.343, with a standard 
deviation of 0.475, and ranges from 0.000 to 1.000. Insti-
tutional ownership (INST) has a mean of 43.909%, with 
a standard deviation of 25.036%, and ranges from 0.321% 
to 94.529%. Managerial ownership (Mshare) averages 
13.834%, with a standard deviation of 19.572%, and ranges 
from 0.000% to 68.955%. These statistics provide an over-
view of the ownership structures within our sample, high-
lighting the diversity in ownership concentration, state 
involvement, institutional investments, and managerial 
stakes in the firms.
For the control variables, the sample firms have an average 
company size (log of total assets) of 22.256, an average firm 
age (log of years since establishment plus one) of 2.920, a 
financial leverage (total debt to total assets) of 0.420, a sales 
growth rate of 0.169, and an average board size (log of the 
number of directors) of 2.122.
The industry distribution data in Table 3 shows that the 
manufacturing industry accounts for the largest share, 
with 66% of total firm observations, followed by the infor-
mation transmission, software, and information technolo-
gy services industry at 6.99%. The wholesale and retail in-
dustry and real estate industry contribute 4.98 and 3.89%, 
respectively. Several industries, including agriculture, for-
estry, animal husbandry, and fishery as well as mining, rep-
resent smaller shares, around 1 to 3% each. A few sectors, 
such as residential services and education, account for less 
than 0.5%. The cumulative distribution indicates that over 
90% of observations come from the top eight industries, 
reflecting a concentration in manufacturing and informa-
tion-related sectors.
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Table 2. Descriptive Statistics

Variable N Mean Std. dev. Min Max
IQ 25940 1.873 1.526 0.000 5.974

IQ_A 25940 1.231 1.251 0.000 5.063

TOP1 25940 34.015 14.757 8.630 74.180

SOE 25940 0.343 0.475 0.000 1.000

INST 25940 43.909 25.036 0.321 94.529

Mshare 25940 13.834 19.572 0.000 68.955

Size 25940 22.256 1.282 19.814 26.153

FirmAge 25940 2.920 0.319 1.609 3.497

Lev 25940 0.420 0.202 0.050 0.893

Growth 25940 0.171 0.388 -0.544 2.445

Board 25940 2.122 0.197 1.609 2.708

Source: calculated by the author.

Table 3. Industry Distribution

No. Industry 
Code

Industry Name Freq. Percent Cum.

1 A Agriculture, forestry, animal husbandry, and fishery 301 1.16 1.16

2 B Mining 570 2.2 3.36

3 C Manufacturing 17,120 66 69.36

4 D Electricity, heat, gas, and water production and supply 835 3.22 72.58

5 E Construction 664 2.56 75.13

6 F Wholesale and retail 1,293 4.98 80.12

7 G Transportation, storage, and postal 741 2.86 82.98

8 H Accommodation and catering 69 0.27 83.24

9 I Information transmission, software, and information tech-
nology services 1,814 6.99 90.24

10 K Real estate 1,009 3.89 94.12

11 L Leasing and business services 298 1.15 95.27

12 M Scientific research and technical services 294 1.13 96.41

13 N Water conservancy, environment, and public facilities man-
agement 343 1.32 97.73

14 O Residential services, repairs, and other services 4 0.02 97.74

15 P Education 35 0.13 97.88

16 Q Health and social work 59 0.23 98.11

17 R Culture, sports, and entertainment 335 1.29 99.4

18 S Comprehensive industry 156 0.6 100

Total 25,940 100
Note: The first column represents the industry number, the second column shows the industry code, the third column lists 
the industry name, the fourth column provides the frequency of firm observations in each industry, while the fifth and 
sixth columns display the frequency proportion and cumulative proportion for each industry, respectively.
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The Pearson correlation analysis in Table 4 indicates that 
ownership structure influences IQ in distinct ways. INST 
and Mshare show positive and significant correlations with 
IQ, suggesting that the oversight and vested interests of 
these stakeholders support higher innovation quality. In 
contrast, TOP1 is negatively correlated with IQ, imply-
ing that high ownership concentration may not incentiv-

ize innovation. Meanwhile, SOE has a weak positive but 
non-significant correlation with IQ, indicating a potential-
ly complex relationship that requires further exploration. 
Additionally, Table 5 shows the Variance Inflation Factor 
(VIF) values for the primary variables in this study, rang-
ing from 1.03 to 2.92, indicating that multicollinearity is 
not a concern in our model.

Table 4. Pearson Correlation

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
IQ TOP1 SOE INST Mshare Size FirmAge Lev Growth Board

(1) 1.000

(2) -0.026*** 1.000

(3) 0.007 0.223*** 1.000

(4) 0.057*** 0.493*** 0.412*** 1.000

(5) 0.017*** -0.090*** -0.481*** -0.650*** 1.000

(6) 0.307*** 0.186*** 0.354*** 0.444*** -0.360*** 1.000

(7) -0.027*** -0.089*** 0.197*** 0.062*** -0.246*** 0.178*** 1.000

(8) 0.069*** 0.057*** 0.286*** 0.211*** -0.312*** 0.525*** 0.168*** 1.000

(9) 0.036*** -0.010 -0.085*** 0.028*** 0.071*** 0.038*** -0.044*** 0.026*** 1.000

(10) 0.054*** 0.020*** 0.273*** 0.232*** -0.203*** 0.273*** 0.058*** 0.156*** -0.023*** 1.000

Note: this table shows the correlation coefficients for the key variables defined in Table 1. * p < 0.1, ** p < 0.05,  
*** p < 0.01, respectively.

Table 5. Variance Inflation Factor Analysis

Variable VIF 1/VIF  
INST 2.92 0.34 

Mshare 2.40 0.42 

Size 1.73 0.58 

TOP1 1.57 0.64 

SOE 1.49 0.67 

Lev 1.46 0.68 

Board 1.15 0.87 

FirmAge 1.12 0.89 

Growth 1.03 0.97 

Mean VIF 1.65

Multivariate Results
The main regression results in Table 6 reveal the effects 
of the independent variables – ownership concentration 
(TOP1), state ownership (SOE), institutional ownership 
(INST), and managerial ownership (Mshare) – on innova-
tion quality (IQ) (columns 1–4). Additionally, a combined 
model including all four independent variables is conduct-
ed as a sensitivity test (column 5). Each model incorporates 
industry and year fixed effects, ensuring that variations due 
to these factors are controlled.

First, ownership concentration negatively impacts innova-
tion quality. The results in columns 1 and 5 of Table 6 con-
trast with previous studies on overall innovation, which 
suggest that dispersed ownership in developed economies 
enables shareholders to diversify investment risks, benefit-
ting overall innovation (e.g., Chatterjee & Bhattacharjee; 
Choi et al. [16; 17]). Our study, rooted in the context of 
China’s transition economy, does not guarantee the appli-
cability of these conclusions in other settings. Research by 
Shleifer and Vishny (1986) [52] suggests that large share-
holders often prioritize immediate returns over long-term 
investments, potentially limiting firms’ innovation incen-
tives. This effect may be more pronounced when concen-
trated ownership fosters risk aversion, as large sharehold-
ers may avoid investing in uncertain, innovation-driven 
projects. In fact, Minetti et al. [36] indicate that, in tran-
sitional economies, concentrated ownership can result in 
entrenched large shareholders, causing conflicts of interest 
with minority shareholders and possibly hindering com-
plex, long-term investments into aspects like innovation.
Second, state ownership has a positive impact on inno-
vation quality. The results in columns 2 and 5 of Table 6 
support findings by Aoki et al. [53], who note that SOEs of-
ten receive government support for innovation to achieve 
national development goals. Studies of SOEs in emerging 
economies have similarly highlighted increased R&D in-
vestment, resources, and political backing for innovation 
projects. Due to institutional differences, managers of Chi-
nese SOEs, unlike their private-sector counterparts, face 
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less pressure to meet performance targets; instead, improv-
ing innovation quality serves as a political performance in-
dicator. This institutional setting encourages effective over-
sight of innovation quality by managers and signals active 
engagement in innovation.
Third, institutional ownership positively influences inno-
vation quality. The results in columns 3 and 5 of Table 6 
are consistent with the findings of Aghion et al. [54], who 
argue that institutional investors are generally oriented to-
ward long-term performance and may therefore support 
innovation investments. Institutional investors typically 
possess extensive resources and expertise to monitor and 
evaluate their investments. Our findings support the view 
that active involvement by institutional investors improves 
corporate governance, including decisions related to en-
hancing innovation quality. This enhanced monitoring 
mitigates managerial opportunism and promotes invest-
ment in high-quality innovation projects.
Fourth, managerial ownership is positively correlated 
with innovation quality. The results in columns 4 and 5 of 
Table 6 indicate that managerial ownership as a govern-
ance mechanism can mitigate adverse factors in innova-
tion activities. Managers holding company shares directly 
benefit from the success of the firm’s innovation, aligning 
their interests with those of shareholders, consistent with 
the perspective of Jensen and Meckling (1976) [20]. With 
equity stakes, managers may be more inclined to pursue 
long-term innovation strategies that enhance firm value. 

Additionally, some publications, such as Karácsony et al. 
(2023) [55], suggest that managers with ownership stakes 
may take appropriate risks in innovation to enhance the 
firm’s reputation and competitiveness. Thus, equity incen-
tives provide managers with greater motivation to pursue 
high-return innovation projects.
Among the control variables, firm size shows a positive ef-
fect on innovation quality, consistent with the view of Her-
rera and Sánchez-González (2012) [56] that larger firms 
typically have more R&D resources, enabling a higher share 
of innovation projects. Conversely, firm age is negatively as-
sociated with innovation quality, possibly due to the iner-
tia and resistance to change often observed in older firms, 
as noted by Coad et al. (2015) [57]. Additionally, leverage 
negatively impacts innovation quality, supporting the view 
that high debt levels constrain firms’ financial flexibility, 
potentially limiting R&D investment [58]. Finally, board 
size positively impacts innovation quality, as board mem-
bers provide oversight and strategic direction for innova-
tion, consistent with the findings of Zona et al. (2012) [59].
In summary, our results reinforce existing theories re-
garding the impact of ownership structure on innovation 
quality, with distinct effects observed for different owner-
ship types. These findings underscore the complexity of 
ownership governance mechanisms in shaping corporate 
innovation strategies, suggesting that policies tailored to 
ownership structure could further optimize the quality of 
corporate innovation outcomes.

Table 6. Main Regression Results

(1) (2) (3) (4) (5)
IQ IQ IQ IQ IQ

TOP1 -0.001*

(-1.84)
-0.004***

(-6.52)

SOE 0.117***

(6.43)
0.164***

(8.45)

INST 0.001**

(2.03)
0.004***

(7.40)

Mshare 0.002***

(3.58)
0.005***

(9.44)

Size 0.609***

(79.01)
0.599***

(77.41)
0.601***

(74.65)
0.612***

(78.67)
0.592***

(73.45)

FirmAge -0.116***

(-4.53)
-0.141***

(-5.46)
-0.111***

(-4.39)
-0.093***

(-3.59)
-0.112***

(-4.24)

Lev -0.355***

(-7.99)
-0.379***

(-8.55)
-0.346***

(-7.80)
-0.328***

(-7.34)
-0.317***

(-7.04)

Growth 0.010
(0.52)

0.020
(1.05)

0.009
(0.46)

0.006
(0.29)

-0.000
(-0.02)

Board 0.174***

(4.37)
0.146***

(3.61)
0.173***

(4.30)
0.190***

(4.74)
0.112***

(2.76)
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(1) (2) (3) (4) (5)
IQ IQ IQ IQ IQ

_cons -11.529***

(-63.97)
-11.241***

(-60.78)
-11.441***

(-61.66)
-11.753***

(-62.46)
-11.238***

(-58.18)

P value of F test 0.000 0.000 0.000 0.000 0.000

P value of Haus-
mann test 0.000 0.000 0.000 0.000 0.000

Year FE Y Y Y Y Y

Industry FE Y Y Y Y Y

N 25 940 25 940 25 940 25 940 25 940

Adj. R2 0.439 0.440 0.439 0.440 0.442
Note: values in parentheses are robust t-statistic. * p < 0.1, ** p < 0.05, *** p < 0.01, respectively. 
Source: calculated by the author.

Robustness Check

The regression results in the previous section reveal a nu-
anced relationship between ownership structure and inno-
vation quality. In this section, we employ three methods to 
ensure the robustness of these results.
First, we use an alternative dependent variable. To address 
potential measurement errors related to IQ, we introduce 
an alternative dependent variable: the natural logarithm 
of the total number of patents granted to a firm plus one 
(IQ_A), following the methodology of Chen and Zhang 
[60]. Unlike previous studies that rely on patent applica-
tions as an innovation indicator, the number of granted 
patents represents the actual number recognized and certi-
fied by government intellectual property agencies. The first 
column of Table 6 shows the robustness test results based 
on the alternative dependent variable. The estimated coef-
ficients of the four test variables (TOP1, SOE, INST, and 
Mshare) are similar in magnitude and direction, confirm-
ing the robustness of the baseline regression.
Second, we conduct a subsample test. Removing post-2019 
COVID-19 samples tests the robustness of the baseline re-
gression by controlling for the abnormal disturbances and 
external shocks caused by the pandemic, ensuring the va-

lidity and reliability of the analysed results. The COVID-19 
pandemic had a profound impact on the global economy 
and business operations, potentially causing significant 
variations in firms’ innovation activities, financial perfor-
mance, and innovation decisions. The results in the second 
column of Table 7 indicate that the relationship between 
TOP1 and IQ is negative and significant, while SOE, INST, 
and Mshare continue to positively influence firms’ inno-
vation quality. These findings are consistent with previous 
results, confirming the consistency of our conclusions.
Third, we employed two alternative estimation methods to 
enhance the robustness of our results. On the one hand, 
given the count nature of patents, fixed-effects model esti-
mates may be misleading. Therefore, we re-estimated mod-
el (1) using a Poisson model and a maximum likelihood 
estimation to address this concern. On the other hand, 
while IQ is largely continuously distributed across positive 
values, it includes a subset of observations with zero values, 
making the Tobit model particularly appropriate under 
these conditions. Thus, we reran model (1) using the Tobit 
specification. The results from both alternative models (see 
Table 6, columns 3 and 4) align with the conclusions of our 
main regression model, further confirming the robustness 
of our findings.

Table 7. Robustness Checks

(1) (2) (3) (4)
IQ_A IQ IQ IQ

TOP1 -0.003***

(-4.74)
-0.004***

(-5.78)
-0.002***

(-5.07)
-0.004***

(-6.48)

SOE 0.145***

(8.67)
0.160***

(7.06)
0.066***

(6.38)
0.150***

(7.73)

INST 0.002***

(4.38)
0.003***

(5.12)
0.002***

(8.20)
0.003***

(7.00)

Mshare 0.002***

(3.89)
0.005***

(6.67)
0.004***

(12.66)
0.005***

(9.38)
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(1) (2) (3) (4)

IQ_A IQ IQ IQ

Size 0.483***

(67.34)
0.576***

(59.57)
0.293***

(74.90)
0.602***

(75.46)

FirmAge -0.070***

(-3.10)
-0.113***

(-3.73)
-0.075***

(-5.48)
-0.062***

(-2.48)

Lev -0.356***

(-9.18)
-0.331***

(-6.21)
-0.158***

(-6.23)
-0.336***

(-7.45)

Growth -0.048***

(-2.97)
0.016
(0.70)

-0.008
(-0.81)

-0.033
(-1.72)

Board 0.127***

(3.61)
0.131***

(2.75)
0.104***

(4.95)
0.096***

(2.36)

_cons -9.502***

(-56.24)
-10.893***

(-47.45)
-5.880***

(-60.26)
-12.404***

(-58.73)

Year FE Y Y Y Y

Industry FE Y Y Y Y

N 25 940 18 891 25 940 25 940

Pseudo R2 0.166 0.156

Adj. R2 0.388 0.444

Note: values in parentheses are robust t-statistic. * p < 0.1, ** p < 0.05, *** p < 0.01, respectively. 
Source: calculated by the author.

Conclusion
Using patent data from Chinese listed companies between 
2012 and 2021, this study addresses the current confu-
sion surrounding the impact of four types of ownership 
structures on innovation quality. Unlike previous research 
that treats patents as a holistic phenomenon, we examine 
technologically significant invention patents from the per-
spective of patent quality, empirically testing the impact 
of ownership structure on innovation quality in China’s 
transitional economy. Drawing on agency theory, we find 
that ownership concentration is detrimental to innovation 
quality, while institutional ownership and managerial own-
ership are two corporate governance mechanisms that drive 
improvements in innovation quality. We incorporate insti-
tutional theory into the framework of state ownership and 
innovation quality, confirming that state-owned enterpris-
es with institutional support have an inherent advantage in 
enhancing innovation quality. Through a series of checks, 
including alternative dependent variables, subsample tests, 
and Poisson models, the results are found to be robust.
These findings suggest that in transitional economies like 
China, innovation quality is closely linked to ownership 
structure. Excessive ownership concentration is not benefi-
cial; instead, state ownership, institutional ownership, and 
managerial ownership enable firms to access resources and 

innovation advantages that are difficult to obtain in tradi-
tional centralized institutional forms.
This study adds to the literature on ownership structure 
and innovation quality in transitional economies. Previous 
research has emphasized the critical role of ownership in 
enhancing holistic innovation. Our results demonstrate 
that ownership structure is a vital means for firms to ac-
quire scarce resources and address institutional gaps from 
corporate governance mechanisms. We provide empirical 
evidence from a transitional economy, highlighting that 
high ownership concentration negatively impacts inno-
vation quality due to risk aversion and short-term profit 
motives, thereby challenging the traditional belief in its 
governance benefits. Conversely, our findings indicate that 
state ownership positively influences innovation quality, 
countering the inefficiency narrative often associated with 
SOEs, while institutional ownership enhances corporate 
governance and innovation by leveraging investor resourc-
es and expertise. Additionally, managerial ownership aligns 
managers’ interests with those of shareholders, promoting 
high-quality innovation and mitigating agency problems, 
which offers a comprehensive understanding of internal 
stakeholder equity participation in innovation outcomes.
This study offers several policy implications for promot-
ing high-quality innovation through balanced ownership 
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structures. Policymakers should encourage broader share 
ownership and protect minority shareholder rights to mit-
igate the risks of ownership concentration. Supporting 
SOEs by providing resources and fostering autonomy can 
leverage their potential for high-quality innovation. At-
tracting institutional investors through favourable regula-
tory frameworks can enhance governance and strategic de-
cision-making, while incentivizing managerial ownership 
through stock options and performance-based rewards can 
align managerial interests with long-term innovation goals. 
Tailoring policies to the unique characteristics of transi-
tional economies, particularly by recognizing the roles of 
state ownership and institutional investors, is essential for 
promoting sustainable and high-quality innovation.
However, this study also has limitations. First, the sample 
selection is limited to Chinese listed companies. While 
this sample provides sufficient and reliable data given Chi-
na’s status as the largest transitional economy, it excludes 
non-listed companies and other transitional economies, 
potentially causing sample selection bias. Future research 
could consider cross-national comparisons and include 
non-listed firms. Second, the identification of innovation 
quality is based solely on invention patents, which, although 
reflective of technological innovation, may not capture the 
full spectrum of innovation quality. Future studies could 
collect more detailed high-tech patent information to deep-
en research on innovation quality. Lastly, while this study 
examines the impact of four ownership structures on in-
novation quality, it does not test moderating effects. Future 
research could explore other corporate governance mecha-
nisms as moderating variables to further investigate the mit-
igating and promoting roles of corporate governance.
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Introduction 
Financial inclusion is gaining momentum globally [1] and 
has attracted increasing attention from scholars, policy-
makers, and other stakeholders in the financial industry 
[2]. It is a relatively recent and emerging topic in the fi-
nancial literature, particularly from the supply-side per-
spective, and has become an important policy agenda in 
developing countries [3].
While financial inclusion is straightforward to define and 
recognize [4], it remains a multidimensional concept [5]. It 
can be described as the process of integrating the financial-
ly excluded population into the formal financial system, 
enabling them to access essential financial services such 
as savings, payments, credit, and insurance [6]. Financial 
inclusion is also defined as providing affordable, conven-
ient, and timely financial services to all members of soci-
ety, especially the poor and vulnerable [7]. One common 
indicator of financial inclusion is the ownership of formal 
accounts [2]. However, having access to financial services 
is not the same as using financial services. Even though in-
dividuals and businesses may have access to these services, 
they might choose not to use them due to various socioec-
onomic, cultural, or opportunity cost factors.
The performance of firms is defined as an economic 
outcome that reflects the effectiveness of organizations. 
Banks can mobilize deposits by increasing the number of 
individuals and businesses that open and use formal bank 
accounts. They can also expand access to loans, allowing 
more people and businesses to borrow, while simultane-
ously boosting investments in sectors such as business, 
education, and healthcare. This can be accomplished 
by offering innovative financial products at affordable 
prices. As a result, banks’ financial performance and ef-
ficiency improve as more people and businesses utilize 
their loans and other financial services. Ultimately, this 
contributes to the development of an inclusive financial 
system, enabling banks to provide affordable services to 
all segments of the economy, particularly to the under-
privileged [8].
A vast body of literature exists worldwide on the correla-
tion between commercial bank performance and financial 
inclusion. However, research specifically examining the re-
lationship between financial inclusion and the profitability 
of banking firms in Ethiopia remains limited, apart from a 
few empirical studies on financial inclusion, its status, driv-
ers, and barriers.
In the existing global literature, there are two competing 
perspectives on the relationship between financial inclu-
sion and bank performance. Some scholars argue that fi-
nancial inclusion positively impacts bank performance, 
while others contend that it poses risks that may erode prof-
itability. Most studies on this topic focus on cross-country 
or regional analyses, with limited research at the micro 
(bank) level. Therefore, the primary objective of this study 
is to examine the impact of financial inclusion on the fi-
nancial performance of Ethiopian commercial banks using 
10 years of bank-level data.

Literature Review and Hypotheses
In most cases, financial inclusion is primarily associated 
with access to credit from formal financial institutions. 
However, it is a multidimensional concept that extends 
beyond credit availability for individuals and firms [4]. 
To develop evidence-based policies, it is crucial to obtain 
reliable and comprehensive data that capture the various 
dimensions of financial inclusion [9]. This may involve es-
tablishing standardized definitions for financial inclusion 
indicators that can guide policymaking, track progress, 
and assess the impact of policy reforms.  
Broadly, financial inclusion can be categorized into four 
key dimensions: access, quality, usage, and impact [9]. 
Therefore, multiple indicators must be considered to ac-
curately measure financial inclusion. Commonly used 
indicators include the proportion of account holders 
per 1,000 adults (bank penetration), the number of bank 
branches and ATMs per 100,000 adults (availability/ac-
cess), and the volume of outstanding bank loans and de-
posits (usage). Relying on any single indicator may pro-
vide only a partial and potentially misleading picture of 
financial inclusiveness.  
A comprehensive measure of financial inclusion that 
integrates these indicators is necessary to gain a full un-
derstanding of a financial system’s inclusiveness. An ef-
fective financial inclusion measure should reflect its mul-
tidimensional nature, be simple to compute, and allow for 
cross-country comparisons [10; 11].
Financial performance indicators of a firm can be catego-
rized into accounting-based and market-based measures. 
Accounting-based measures assess a firm’s (in this case, 
a bank’s) profitability using traditional financial met-
rics such as Return on Assets (ROA), Return on Equity 
(ROE), Net Interest Margin (NIM), Gross Income, and Net  
Income [12].  
Market-based performance metrics, on the other hand, re-
flect profitability from a shareholder perspective. Common 
indicators include the Market-to-Book Value Ratio (MTB), 
Price-to-Earnings Ratio (P/E), Earnings Per Share (EPS), 
Tobin’s Q, and Market Return [13; 14].  
There is an ongoing debate in management research re-
garding the relationship between accounting-based and 
market-based metrics. While both are widely recognized 
as valid measures of financial health, their correlation re-
mains contested. Theoretically, market-based indicators 
are considered forward-looking, representing projections 
of a firm’s future or long-term financial performance, 
whereas accounting-based measures are retrospective, re-
flecting past or short-term financial outcomes. However, 
the extent to which past financial success translates into 
future performance remains unsettled [13].  
Accounting-based metrics are influenced by management’s 
accounting choices and reporting standards, making them 
backward-looking. In contrast, market-based metrics, of-
ten preferred by shareholders, anticipate the future. They 
assume market efficiency, where stock prices are believed 
to reflect the firm’s intrinsic value. Unlike accounting 



Journal of Corporate Finance Research / New Research Vol. 19 | № 1 | 2025

Higher School of  Economics56

measures, market-based indicators incorporate all per-
tinent information and provide a broader perspective on 
performance. In theory, market-based metrics offer a more 
realistic assessment of a company’s financial success com-
pared to accounting-based measures [14].
Overall, financial success is not a one-dimensional concept, 
as accounting profitability and market performance repre-
sent distinct dimensions with limited empirical overlap 
[13]. Due to this separation, developing a unified theory 
of financial performance that effectively explains variations 
in both accounting-based and market-based measures re-
mains a challenge.  
Instead, researchers should prioritize formulating separate 
hypotheses for each metric and explore why their varia-
tions are largely uncorrelated. While accounting earn-
ings reflect a company’s past financial performance, stock 
market value represents its future potential. Although the 
two may be related, their underlying logic and theoretical 
foundations are fundamentally different and should not be 
assumed to be interchangeable [13].
The existing literature presents two competing perspectives 
on the relationship between financial inclusion and the 
financial performance of commercial banks. On the one 
hand, some argue that financial inclusion enhances bank 
performance. On the other, financial inclusion is viewed 
as a risky endeavour that may reduce profitability.  Despite 
these contrasting views, a substantial body of research sup-
ports the notion that financial inclusion positively influ-
ences bank performance worldwide.
The positive relationship between financial inclusion and 
bank performance is supported by several key findings. 
Greater financial sector access and outreach help reduce 
asymmetric information and agency problems between 
borrowers and lenders [15]. Additionally, financial inclu-
sion enables banks to mobilize deposits from a diverse 
customer base, thereby lowering return volatility [16]. As 
a result, banks become less dependent on risky and costly 
money market funds, further stabilizing their returns [17].  
By expanding access to financial services, financial inclu-
sion also enhances banking efficiency. Numerous empiri-
cal studies, particularly in developing and emerging econ-
omies, reinforce the positive impact of financial inclusion 
on bank performance (see, for example, [2; 8; 18–25]).
The other strand of literature argues that financial inclu-
sion can have a negative impact on the performance of 
commercial banks (see, for example, [26–29]) or that there 
is no significant relationship between financial inclusion 
and bank performance [30]. Critics highlight potential 
risks such as higher operational costs, increased exposure 
to non-creditworthy borrowers, and lower profit margins 
from small-scale financial services, which could under-
mine banks’ overall profitability.
Therefore, empirical findings on the relationship between 
financial inclusion and bank performance remain incon-
clusive, even though a vast majority of studies support a 
positive correlation between the two.  In light of the re-
viewed literature, the following study hypotheses and 

sub-hypotheses are developed to further investigate this 
linkage:
H1: Financial inclusion has a significant positive effect on 
the financial performance of commercial banks in Ethio-
pia.
H1a: Financial inclusion has a significant positive effect 
on the Return on Assets (ROA) of commercial banks in 
Ethiopia.
H1b: Financial inclusion has a significant positive effect 
on the Return on Equity (ROE) of commercial banks in 
Ethiopia.

Data and Research Methodology 
Sample and Data
As of the first quarter of 2023, the total number of banks in 
Ethiopia reached 31, comprising 2 public and 29 private-
ly owned banks. However, many of these banks are still in 
their infancy; for instance, 13 of them were established in 
2021/22.  
Given data availability and sufficiency, this study includes 16 
commercial banks and analyses 10 years of data from 2013 
to 2022. Data was manually collected from the National 
Bank of Ethiopia (NBE) – the country’s central bank – as 
well as from the annual reports of each commercial bank.  

Variables and Measurements 
Dependent Variables
Consistent with previous research studies [8; 21–25; 29; 
30], this study employs Return on Assets (ROA) and Re-
turn on Equity (ROE) as metrics for assessing the financial 
performance of banks.  
ROA is the ratio of profit before tax to total assets, meas-
uring management’s ability to generate income from the 
bank’s assets. In other words, it reflects the efficiency with 
which a firm utilizes its resources to generate revenue [31].  
ROE is an accounting ratio that represents the profit a 
company earns relative to the equity capital invested by 
shareholders. It also indicates how effectively management 
utilizes shareholders’ capital to generate returns.

Independent Variables 
Given that the main objective of this paper is to examine 
how financial inclusion affects the financial performance 
of commercial banks in Ethiopia, financial inclusion serves 
as the independent variable.  
Financial inclusion can be measured using various indica-
tors categorized into three key dimensions: access/availa-
bility of banking services, bank penetration, and usage of 
banking services [10; 11]. Consistent with prior studies [8; 
22–25; 29; 30; 32–34], this study employs six financial in-
clusion indicators:  
• Access/availability dimension: number of commercial 

bank branches and ATMs.  
• Penetration dimension: number of deposit and loan 

accounts.  
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• Usage dimension: amount of outstanding deposits 
and loans.

Consistent with previous studies [8; 23; 30; 34], this study 
constructs a financial inclusion index using the Principal 
Component Analysis (PCA) technique to capture the com-
mon components of the six individual financial inclusion 
indicators.  
To apply the PCA technique and develop a composite fi-
nancial inclusion index, the first step involves computing 
a dimension index for each financial inclusion indicator at 
the bank level using the following formula [10; 11]:  

 
 

 
−
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−

i i
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i i
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d
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where id  refers to the dimension index for the ith indicator;

iA  – to the actual value of indicator i;

iM  – the maximum value of indicator i; 

im  – the minimum value of indicator i.
The formula ensures that the index for the ith dimension 
(di) falls within the range of 0 to 1 ( 0  1≤ ≤id ). A higher 
value of di (closer to 1) indicates greater efforts by banks 
towards financial inclusion, while a lower value of di (closer 
to zero) suggests weaker financial inclusion. 
Given that there are n financial inclusion dimensions, bank 
i is represented as point Di = (d1, d2, d3, ... dn) in an n-dimen-
sional Cartesian space. Point O = (0, 0, 0, …, 0) represents 
the worst-case scenario of financial inclusiveness, where-
as point I = (1, 1, 1, …) represents the best-case scenario 
across all financial inclusion dimensions.
In the second step, a composite financial inclusion index 
is constructed using the Principal Component Analysis 

(PCA) technique. Since all six financial inclusion indica-
tors in this study tend to move together, it is reasonable to 
assign equal weights to each individual indicator.  
Applying PCA is particularly useful in this context as it 
helps address correlations among variables, ensuring that 
the composite index effectively captures the common com-
ponents of the six financial inclusion indicators [34].
In the PCA technique, the first principal component is the 
one that captures the highest variation in the dataset, ex-
plaining most of the fluctuations in the financial inclusion 
indicators.  
Subsequent components capture the remaining unex-
plained variation in the dataset, following an orthonormal 
trend [34].

Control Variables 
To account for the effects of omitted variables, this study 
incorporates a set of bank-specific factors that are expected 
to have a significant influence on bank performance. These 
factors include leverage, bank size, bank age, liquidity, and 
cost efficiency ratios.  The selection of these variables aligns 
with previous empirical research (see, for example [25; 30]).

Data Analysis Techniques
The study analysed the data using STATA 15 software, 
applying the xtabond2 command for dynamic panel data 
estimation.  STATA’s xtabond2 command implements the 
Arellano-Bond and Arellano-Bover/Blundell-Bond Gen-
eralized Method of Moments (GMM) estimators, which 
are widely used in econometrics to address heteroskedas-
ticity, autocorrelation, and endogeneity issues in panel da-
tasets [35; 36].

 Table 1. Description of the Variables Used in the Study

Variable Name Symbol Measurement  Dimension References 

Dependent Variables

Return on Assets ROA Profit Before Tax / 
Total Assets (%)

[2; 8; 15; 19–25; 29; 30; 34; 35]

Return on Equity ROE Profit Before Tax / 
Total Equities (%)

Independent Variables

 Number of bank 
branches

NBRANCH-
ES

Log of the number of 
bank branches 

Availability/
Access [8; 9; 10; 11; 20–25; 29; 30; 32–37]
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Variable Name Symbol Measurement  Dimension References 

Number of ATMs NATMs Log of the number of 
ATMs

Availability/
Access

[8; 9; 10; 11; 20–25; 29; 30; 32–37]

Number of deposit 
accounts 

NDEPOSI-
TAC

Log of the number of 
deposit accounts Bank Penetra-

tionNumber of loan 
accounts NLOANAC Log of the number of 

loan accounts 

Total amount of 
deposits

AMTDE-
POSITS

Log of total amount of 
deposits

Usage of bank-
ing services Amount of out-

standing loans and 
advances 

AMTLOANS
Log of the number of 
loans and advances by 
banks 

Financial Inclusion FI

The composite index 
of financial inclusion 
constructed from the 
above six indicators 
with the help of the 
PCA technique

Control Variables 

Leverage LEV 
Total Liabilities / Total 
Assets at the end of 
financial year t (%)

[20; 23–25; 30]

Bank size SIZE 
Natural logarithm of 
total assets at the end 
of year t

Liquidity ratio LIQR Liquid Assets / Total 
assets

Cost efficiency ratio CER Cost-to-Income ratio

Age of bank AGE

The number of years 
the bank is in opera-
tion 
 

Model Specification 
To empirically test the relation between financial inclusion 
and the profitability of the banking industry in Ethiopia, 
the following regression models were used: 
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where ROA and ROE are alternative proxies for the perfor-
mance of commercial banks; 0β  is the constant term; FI is 
the composite financial inclusion index constructed from 
the six financial inclusion dimensions by using the PCA 
technique; LEV, LIQR, CER, LNSIZE, and AGE are bank 
specific control variables representing leverage, liquidity 
ratio, efficiency ratio (cost-to-income ratio), size of banks 
(taken as the log of assets of banks), and age of banks in 
Ethiopia, respectively; 0 β  represents the constant term;  

1 6β β−  represent beta coefficients of the predictors; and 
 ε it  denotes the error term. 
To estimate the regression models, Ordinary Least Squares 
(OLS) and Fixed Effects (FE) model estimators were used 
as baseline regression analyses.  
Both the Lagrange Multiplier (LM) test – to determine the 
presence of significant random effects in the panel data 
model – and the Hausman (DWH) test – to choose be-
tween Random Effects (RE) and Fixed Effects (FE) panel 
estimators – were conducted.  
The Breusch-Pagan LM test results indicated that signifi-
cant random effects exist in the panel when ROA is used as 
the financial performance measure. However, panel-wise 
random effects were not significant when ROE was used as 
the performance metric.  
Subsequently, the Hausman test confirmed that the Fixed 
Effects (FE) model is preferred over the Random Effects 
(RE) model, with a significant p-value of 0.019.
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Before interpreting the OLS and FE estimation results, sev-
eral diagnostic tests were conducted to detect the presence 
of multicollinearity, heteroskedasticity, and autocorrela-
tion (serial correlation) issues.  
The Breusch-Pagan / Cook-Weisberg test for heteroske-
dasticity in OLS and the modified Wald test for group-
wise heteroskedasticity both indicated the existence of 
heteroskedasticity in the dataset. Additionally, the Wool-
dridge test for autocorrelation in panel data revealed the 
presence of first-order serial correlation (autocorrelation) 
in the dataset.  
Serial and cross-sectional correlations, along with het-
eroskedasticity in the error terms of a panel dataset, are 
serious issues [38]. Various studies suggest that the stand-
ard OLS or fixed/random effects approaches are inefficient 
estimators when heteroskedasticity and serial correlation 
are present, and alternative model estimators should be 
considered [34; 38–40].  
In such cases, it is suggested that Feasible Generalized 
Least Squares (FGLS) and OLS with robust standard errors 
are more efficient estimators than standard OLS [38]. The 
Generalized Least Squares (GLS) technique can also be 
used to overcome serial correlation issues, particularly in a 
balanced panel dataset with large N and relatively small T 
[40]. Similarly, OLS with robust standard errors is effective 
in addressing both heteroskedasticity and autocorrelation 
issues [34].  
Miller and Startz also recommend the FGLS regression as 
more efficient than standard OLS when heteroskedasticity 
is present in the error terms [39]. Therefore, in line with 
the above empirical evidence, FGLS, OLS, and FE estima-
tion methods with robust standard errors are employed.  
Finally, the results from these estimators are compared 
with those from the two-step system GMM, one of the 
most widely used dynamic panel data model estimators, to 
address the issue of endogeneity.
In panel data analysis, the issue of endogeneity – which 
primarily arises from factors such as unobserved hetero-
geneity, simultaneity, measurement errors, and dynamic 
endogeneity – has gained increasing attention in recent 
empirical studies. This issue is particularly concerning as 
it may lead to inconsistent estimates or coefficients with 
incorrect signs, potentially resulting in misleading infer-
ences, false conclusions, and wrong interpretations of the-
oretical frameworks [25; 34; 41].
In theoretical terms, the fixed effects technique is used to 
control for unobserved heterogeneity in situations where 
firm-specific variables are time-invariant and correlated 
with the explanatory variables under the assumption of 
strict exogeneity. Strict exogeneity implies that explanato-
ry variables (such as financial inclusion indicators in this 
case) are not influenced by the past or current performance 
of the firm (ROA or ROE) [41; 42].  
However, in practice, the strict exogeneity assumption 
may not hold, as past and present performance of the 
firm can potentially affect the current and future values 
of the independent variable. Furthermore, according to  

Wooldridge [40], the fixed effects approach is a static mod-
el estimator for panel data analysis, which does not allow 
for the inclusion of past realizations of the dependent vari-
able as a predictor in the model.  
Unlike FE or RE estimation techniques, the OLS estimator 
cannot address the issue of unobserved heterogeneity, even 
though the fixed effects method is effective in dealing with 
endogeneity when firm-specific factors are time-invariant 
and correlated with the regressors [40].
Generally, the OLS, FE, and RE model estimators may yield 
inconsistent and biased estimates when endogeneity prob-
lems, arising from any source of endogeneity, are present 
in the data. To address the issue of endogeneity, various 
dynamic panel data model estimators can be applied, in-
cluding the Instrumental Variable (IV) method, Two-Stage 
Least Squares (2SLS), Three-Stage Least Squares (3SLS), as 
well as Difference and System GMM methods.  
Consistent with previous studies [25; 30; 34; 40–42], this 
paper employs the two-step system GMM, which is the 
most widely used dynamic panel data model estimator and 
a robust technique to address the problem of endogeneity. 
This is particularly useful in situations where the variables 
of the study are susceptible to sources of endogeneity, such 
as unobserved heterogeneity, simultaneity, dynamic endo-
geneity, and omitted variable bias.  
GMM mitigates endogeneity problems by transforming 
the data internally and using lagged values of the outcome 
variable as an explanatory variable [41]. As a result, the in-
ferences and conclusions drawn in this research are based 
on the outputs from the two-step system GMM.
To empirically examine the relationship between the fi-
nancial performance of commercial banks – measured by 
ROA and ROE – and financial inclusion, using the finan-
cial inclusion index (FI) constructed from six indicators as 
a composite measure of financial inclusion, the following 
dynamic panel data regression models are employed:

0 1 , 1 2 3  4  

5  6  7  , (3)
     

    
β β β β β

β β β ε
−= + + + +

+ + + +
it i t it it it

it it it it

ROA ROA FI LEV LIQR
CER LNSIZE AGE

0 1 , 1 2 3  4  

5  6  7  , (4)
     

     
β β β β β

β β β ε
−= + + + + +

+ + + +
it i t it it it

it it it it

ROE ROE FI LEV LIQR
CER LNSIZE AGE

Empirical Results and Discussion
Descriptive Analysis 
Table 2 summarizes the descriptive statistics of the study 
variables in three sections: performance variables, finan-
cial inclusion variables, and control variables during the 
study period. The descriptive statistics of the study varia-
bles are computed using their actual values. However, for 
the purpose of the regression analysis, the logarithmic val-
ues of all the financial inclusion indicators and the assets of 
banks were used.
Regarding the financial performance variables, the profita-
bility indicators of commercial banks (ROA and ROE) over 
the last 10 years were, on average, 2.8 and 22%, respec-
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tively, with standard deviations of 1.16 and 13.4%. Given 
its higher standard deviation, ROE is a relatively volatile 
measure of the financial performance of commercial banks 
in Ethiopia, compared to ROA.
Concerning the indicators of financial inclusion, it is ob-
served that the mean number of branch networks of com-
mercial banks and ATMs over the past 10 years were only 
282 and 216, respectively. This suggests that, for a nation 
with a population of over 100 million, there were remarka-
bly few bank branches and ATMs. The mean number of de-
posit account holders and borrowers (loan accounts) was 
found to be 2,222,814 and 14,627, with standard deviations 
of 5,109,629 and 29,501, respectively. 
Commercial banks, on average, have mobilized a total of 
47,261.686 million Ethiopian Birr from three main types 
of deposits: savings, demand, and time deposits. On av-
erage, they have also disbursed total loans of 26,641.862 
million Ethiopian Birr to different sectors of the economy. 
The standard deviations of the number of bank branch 
networks, ATMs, depositors and loan borrowers, and the 
amount of deposits and loans are extremely high, mainly 
due to the presence of outliers in the dataset.
The relatively low number of depositors and the small 
amount of deposits mobilized by commercial banks in 

Ethiopia, along with other factors, is largely attributed to 
the low level of outreach of commercial banks, especially 
through their branch networks.
In relation to the control variables, the financial leverage of 
the banks, calculated as the percentage of total liabilities to 
total assets, is found to be around 78 percent. This indicates 
that commercial banks are much more dependent on equi-
ty financing than debt financing. 
The value of assets owned by commercial banks in Ethi-
opia was found to be, on average, around Birr 61,281.018 
million during the study period. The liquidity ratio, calcu-
lated as the ratio of total liquid assets to total assets, was 
shown to be around 21 percent, with an 8 percent standard 
deviation. 
The average cost-to-income ratio (also known as the cost-ef-
ficiency ratio or CER) was found to be around 56 percent. A 
lower cost-to-income ratio is typically preferable, as it has 
an inverse relationship with bank performance. This means 
that as the cost-efficiency ratio (CER) increases, banks be-
come more inefficient and less profitable.
Lastly, the mean age of banks in Ethiopia is 17 years, sug-
gesting that the banking sector is still in its infancy stage.

Table 2. Descriptive Statistics of the Variables Used in the Study 

Variable  Observations  Mean  Std. Dev.  Min  Max

Performance Variables

ROA 160 2.76 1.158 -7.507 5.127

ROE 160 21.999 13.384 -25.243 95.364

Financial Inclusion Variables

NBRANCHES 160 281.669 339.993 7 1975

NATMs 160 216.056 553.191 0 3952

NDEPOSITAC 160 2,222,814.4 5,109,629.8 5346 35900000

NLOANAC 160 14,627.034 29,501.531 92 154637

AMTDEPOSIT 160 47261.686 120564.62 158.366 889708.14

AMTLOANS 160 26641.862 56715.016 100.328 481234.93

Control Variables 

 LEV 160 78.215 21.241 17.389 96.283

 SIZE 160 61281.018 161320.15 380.562 1200000

 LIQR 160 21.031 7.993 8.232 52.413

 CIR 160 55.694 16.436 24.554 204.232

 AGE 160 17.094 12.091 2 60
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Table 3a. Correlation Matrix of the Study Variables

Variables (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13)

(1) ROA 1.000

(2) ROE 0.503* 1.000

(3) NBRANCHES -0.114 0.460* 1.000

(4) NATMs -0.107 0.281* 0.909* 1.000

(5) NDEPOSITAC -0.099 0.407* 0.951* 0.933* 1.000

(6) NLOANAC -0.039 0.571* 0.928* 0.858* 0.923* 1.000

(7) AMTDEPOSIT -0.076 0.408* 0.937* 0.945* 0.986* 0.932* 1.000

(8) AMTLOAN -0.080 0.412* 0.929* 0.899* 0.968* 0.895* 0.976* 1.000

(9) LEV 0.011 0.054 0.125 0.132 0.172* 0.168* 0.143 0.115 1.000

(10) NLSIZE -0.023 0.508* 0.851* 0.664* 0.717* 0.726* 0.687* 0.720* 0.018 1.000

(11) LIQR 0.092 -0.221* -0.538* -0.350* -0.379* -0.400* -0.355* -0.389* 0.031 -0.702* 1.000

(12) CIR -0.853* -0.555* -0.020 0.007 -0.007 -0.097 -0.034 -0.032 0.114 -0.197* 0.008 1.000

(13) AGE -0.004 0.619* 0.714* 0.649* 0.679* 0.807* 0.699* 0.654* -0.062 0.615* -0.261* -0.195* 1.000

Note: The table presents Pearson’s pairwise correlation coefficients.
*, **, *** represent statistical significance at 10%, 5%, and 1%, respectively

Table 3b. Correlation Matrix and VIF of the Study Variables after Applying PCA to the Financial Inclusion Indicators 

Variables (1) (2) (3) (4) (5) (6) (7) (8)

(1) ROA 1.000

(2) ROE 0.503* 1.000

(3) FI -0.088 0.435* 1.000

(4) LEV 0.011 0.054 0.147 1.000

(5) NLSIZE -0.023 0.508* 0.749* 0.018 1.000

(6) LIQR 0.092 -0.221* -0.414* 0.031 -0.702* 1.000

(7) CIR -0.853* -0.555* -0.031 0.114 -0.197* 0.008 1.000

(8) AGE -0.004 0.619* 0.721* -0.062 0.615* -0.261* -0.195* 1.000

Multicollinearity Diagnostics 

VIF 3.56 1.11 4.67 2.30 1.18 2.44

1/VIF 0.28 0.90 0.21 0.43 0.85 0.41

Mean VIF 2.54

Note: *, **, *** represent statistical significance at 10%, 5%, and 1%, respectively
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Correlation Analysis
The pairwise correlations among all the study variables and 
the variance inflation factor (VIF) of the explanatory and 
bank-specific control variables are presented in Tables 3a 
and 3b. As shown in Table 3a, the profitability measures of 
commercial banks (ROA and ROE) are not highly correlat-
ed, with a correlation coefficient of 0.503, making it justi-
fiable to use both ROA and ROE as alternative measures of 
bank performance. 
As expected, all the financial inclusion indicators exhibit 
substantial correlations, with the coefficient of association 
exceeding 85%. The strong correlation among the financial 
inclusion variables raises concerns about multicollineari-
ty. To address this issue, the PCA technique was applied, 
and the results of the pairwise correlation and the VIF af-
ter applying the PCA are presented in Table 3b below. A 
single financial inclusion index (FI) was constructed from 

six financial inclusion indicators using the PCA technique, 
thereby alleviating the concern of multicollinearity.

Regression Results
Tables 4 and 5 present the results of applying OLS, FE, FGLS, 
and GMM model estimators to the relationship between 
financial inclusion and the  performance of banking com-
panies in  Ethiopia. Table 4 presents the regression results 
using the FE, FGLS, and GMM estimation techniques, with 
ROA as the measure of banks’ financial performance and 
the financial inclusion index (FI) as the independent varia-
ble. Similarly, Table 5 reports the regression results from the 
OLS, FGLS, and GMM estimation methods with ROE as an 
alternative proxy for the financial performance of commer-
cial banks. Both regressions also include key bank-specific 
variables that have a significant impact on profitability, such 
as leverage, bank size, cost efficiency, liquidity ratio, and 
bank age, to control for omitted variable bias.

Table 4. Effects of Financial Inclusion on Bank Performance (ROA)

ROA
Variable FE FGLS GMM
L.ROA 0.469**

(0.012)

FI 0.0836** 0.0514** 0.108**

(0.026) (0.018) (0.016)

LEV 0.0120*** 0.00519** 0.00368

(0.001) (0.026) (0.267)

NLSIZE 0.256 0.172*** 0.222

(0.508) (0.000) (0.169)

LIQR -0.0172** -0.0119** -0.0113

(0.048) (0.014) (0.421)

CIR -0.0666*** -0.0633*** -0.0561***

(0.000) (0.000) (0.000)

AGE 0.140 -0.0126*** -0.0165**

(0.181) (0.001) (0.019)

Constant 0.991 8.005*** 7.009***

(0.862) (0.000) (0.005)

Observation 160 160 144

Number of groups 16

Number of instruments 10

R-Squared 0.818

AR(1) (p-value) 0.111

AR(2) (p-value) 0.619

Sargan test (p-value) 0.471

Hansen test (p-value) 0.616

Note: *, **, and *** represent statistical significance at 10%, 5%, and 1%, respectively; the values in parentheses indicate 
p-values.
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To apply dynamic panel data model estimators, it is gen-
erally required to meet the Sargan test for instrument va-
lidity, the Hansen test for model over-identification, and 
the Arellano-Bond test for first- and second-order auto-
correlation of error terms (AR(1) and AR(2)). However, 
in a two-step system GMM estimation using the xtabond2 
command, the Hansen test and the Arellano-Bond test for 
second-order autocorrelation (AR(2)) are considered more 
critical. Both tests should not be significant at the conven-
tional 5% significance level. For the Hansen test, p-values 
between 0.05 and 0.80 are recommended, with the optimal 
range lying between 0.1 and 0.25 [43; 44]. 
In our model, the Hansen test for over-identification and 
the Arellano-Bond test for second-order autocorrelation 
(AR(2)) are not significant, with p-values of 0.590 and 
0.451 when ROA is the dependent variable and 0.220 and 
0.441 when ROE is the dependent variable, respectively. In 
addition, the number of instruments in both regressions 
is fewer than the number of groups, confirming that our 
models do not suffer from instrument proliferation.
The regression results from the FE, FGLS, and GMM 
estimation methods indicate that the financial inclusion 
index (FI) – constructed from six financial inclusion indi-
cators – has a positive and significant impact on the per-
formance of Ethiopian commercial banks, as measured by 

ROA, at the 10%, 1%, and conventional 5% significance 
levels, respectively. However, financial inclusion does not 
have a significant effect on the performance of commer-
cial banks when measured by ROE in both OLS and GLS 
estimators. Nonetheless, in the GMM estimation, finan-
cial inclusion has a positive and significant effect on ROE 
at the 1% significance level, with a p-value of 0.004.  
Thus, the findings of this study confirm hypothesis H1 and 
its sub-hypotheses (H1a and H1b), indicating that finan-
cial inclusion (FI) has a positive and significant associa-
tion with the performance (ROA and ROE) of Ethiopian 
commercial banks. These results align with numerous pri-
or empirical studies [8; 20–23; 25; 34], but contradict the 
findings of [29; 30].  
In the GMM model, the lagged values of the dependent 
variables were also included as explanatory variables to 
assess the relationship between the outcome variables and 
their past values. According to prior research [41; 42], a 
maximum of two lags is generally sufficient to capture the 
effects of past values on the dependent variable. Accord-
ingly, one lag of the dependent variables (ROA and ROE) 
was included in this study, and both were found to have a 
statistically significant positive relationship with their past 
values at the 5 and 1% significance levels, with p-values of 
0.012 and 0.000, respectively.

Table 5. Effects of Financial Inclusion on Bank Performance (ROE)

 ROE 

Variable OLS FGLS GMM

L.ROE 0.604***

(0.000)

FI 0.546 0.600 1.114***

(0.435) (0.545) (0.004)

LEV 0.0924** 0.0999*** 0.0233

(0.023) (0.002) (0.381)

NLSIZE 1.700** 2.260*** 1.465

(0.035) (0.000) (0.156)

LIQR -0.00883 -0.0344 -0.142*

(0.947) (0.465) (0.091)

CER -0.360*** -0.300*** -0.370***

(0.000) (0.000) (0.000)

AGE 0.554*** 0.442*** 0.0178

(0.005) (0.000) (0.841)

Constant 8.850 2.435 44.60***

(0.432) (0.758) (0.005)

Observations 160 160 144

R-squared 0.613
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 ROE 

Variable OLS FGLS GMM

Number of groups 16 16 16

Number of instruments 10

AR(1) P-value 0.101

AR(2) P-value 0.220

Sargan test (P-value) 0.074

Hansen test (P-value) 0.441

Note: *, **, and *** represent statistical significance at 10%, 5%, and 1%, respectively; the values in parenthesis indicate 
p-values.

Regarding the impact of bank-specific control variables on 
the performance of commercial banks, the cost efficiency 
ratio (CER) significantly and negatively affects ROA and 
ROE across all models (OLS, FE, GLS, and GMM). This 
suggests that, as banks improve cost efficiency, their prof-
itability increases.  
The estimation results from the FE, OLS, and GLS models 
indicate that leverage (LEV) has a positive and significant 
effect on bank performance (ROA and ROE). However, in 
the GMM model, leverage remains positively associated 
with performance but is not statistically significant.  
In the FE and GLS models, the liquidity ratio (LIQR) has 
a significant negative effect on ROA, while in the GMM 
model, although the coefficient remains negative, the im-
pact is not statistically significant. Similarly, the liquidity 
ratio (LIQR) negatively correlates with ROE across all three 
models, with statistical significance at the 10% level only in 
the GMM estimation.  
Unexpectedly, a negative and statistically significant rela-
tionship was found between bank age (AGE) and ROA in 
the GLS and GMM models, while the effect was positive 
but not significant in the FE model. However, regarding 
the link between AGE and ROE, it was positive and signif-
icant in the OLS and GLS models but not significant in the 
GMM model.  
The inverse relationship between AGE and ROA aligns with 
the findings of [45–47]. This negative association may stem 
from increased organizational rigidities and the expansion 
of rent-seeking behaviour over time [47]. Additionally, the 
age-profitability relationship may follow a convex pattern, 
where profitability initially declines as firms age but im-
proves again in later stages [45].  
As evidenced by the GMM model, bank size (LNSIZE), 
proxied by the log of banks’ assets, does not have a statisti-
cally significant relationship with performance (ROA and 
ROE), though the coefficients remain positive. However, 
results vary across different estimation models regarding 
the size-performance relationship.  

Effects of Individual Financial Inclusion 
Variables on Bank Performance 
In the preceding sub-sections, the relationship between 
financial inclusion and bank performance was discussed 

using a single financial inclusion index (FI), constructed 
from the first components of six financial inclusion indi-
cators. In contrast, this sub-section presents the effects of 
individual financial inclusion indicators on bank perfor-
mance. Tables 6 and 7 present the GMM estimation results 
for the association between each individual financial inclu-
sion variable and bank performance, as measured by ROA 
and ROE, respectively.
As reported in the correlation analysis section, there are 
very high correlations (greater than 85%) among the in-
dividual financial inclusion indicators. This indicates the 
presence of multicollinearity, making it unjustifiable to 
use a single regression model to simultaneously estimate 
the effects of each individual financial inclusion variable 
on bank performance indicators. Therefore, in line with 
Bhatter & Chhatoi [24], a separate regression model was 
employed to assess the impact of each individual financial 
inclusion indicator on the performance of commercial 
banking institutions in Ethiopia.
As shown in Table 6 (Models 1–6), all individual finan-
cial inclusion indicators, except for the number of loan 
accounts (number of borrowers), have a positive and sig-
nificant impact on the performance of Ethiopian banking 
companies when measured by ROA. Specifically, the num-
ber of bank branches (NBRANCHES), ATMs (NATMs), 
deposit accounts (NDEPOSITAC), total deposit amount 
(AMTDEPOSIT), and total loans and advances (AMT-
LOANS) are positively associated with ROA.  
Similarly, as reported in Table 7, all financial inclusion in-
dicators – except for the number of ATMs and the number 
of borrowers (loan accounts) – have a positive and signif-
icant effect on the profitability of Ethiopian banks when 
performance is measured by ROE. Additionally, the lagged 
values of the performance indicators (L.ROA and L.ROE) 
exhibit a positive and significant impact on commercial 
banks’ performance across all models.  
Thus, the effects of individual financial inclusion indicators 
on the performance of Ethiopian banking firms, as meas-
ured by ROA and ROE, align with the impact of the com-
posite financial inclusion index (FI). This is evident from 
Model 7 in Tables 6 and 7.
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Table 6. Effects of Individual Financial Inclusion Indicators on ROA 

(Model 1) (Model 2) (Model 3) (Model 4) (Model 5) (Model 6) (Model 7)
Variables ROA ROA ROA ROA ROA ROA ROA
L.ROA 0.542*** 0.457** 0.460** 0.421** 0.453** 0.455** 0.469**

(0.007) (0.013) (0.013) (0.018) (0.013) (0.012) (0.012)

NLNBRANCHES 2.966**

(0.014)

NLNATMs 1.237**

(0.041)

NLNDEPOSITAC 1.740**

(0.027)

NLNLOANAC 0.417

(0.439)

NLAMTDEPOSIT 1.393**

(0.010)

LNAMTLOAN 1.455*

(0.054)

FI 0.108**

(0.016)

LEV 0.003 0.004 0.003 0.005 0.004 0.005 0.004

(0.406) (0.173) (0.305) (0.168) (0.226) (0.186) (0.267)

NLSIZE -0.359* -0.187 -0.227 -0.144 -0.189 -0.198 -0.222

(0.077) (0.160) (0.186) (0.325) (0.195) (0.211) (0.169)

LIQR -0.010 -0.012 -0.012 -0.010 -0.011 -0.011 -0.011

(0.510) (0.366) (0.399) (0.459) (0.402) (0.402) (0.421)

CER -0.057*** -0.056*** -0.056*** -0.056*** -0.056*** -0.056*** -0.056***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

AGE -0.022*** -0.0134* -0.0153** -0.0107* -0.0142* -0.0118* -0.0165**

(0.001) (0.084) (0.027) (0.093) (0.058) (0.087) (0.019)

Constant 7.935*** 6.537*** 7.007*** 6.064*** 6.568*** 6.569*** 7.009***

(0.005) (0.002) (0.007) (0.005) (0.004) (0.006) (0.005)

AR(1) p-value 0.101 0.123 0.108 0.123 0.118 0.111 0.111

AR (2) p-value 0.625 0.628 0.614 0.609 0.618 0.612 0.619

Hansen p-value 0.592 0.662 0.644 0.628 0.618 0.594 0.616

Note: *, **, and *** represent statistical significance at 10%, 5%, and 1%, respectively; the values in parenthesis indicate p-values.
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Table 7. Effects of Individual Financial Inclusion Indicators on ROE

(Model 1) (Model 2) (Model 3) (Model 4) (Model 5) (Model 6) (Model 7)
Variables ROE ROE ROE ROE ROE ROE ROE
L.ROE 0.657*** 0.553*** 0.608*** 0.537*** 0.589*** 0.602*** 0.604***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

NLNBRANCHES 28.59***

(0.001)

NLNATMs 3.916

(0.565)

NLNDEPOSITAC 19.43***

(0.001)

NLNLOANAC 6.219

(0.434)

NLAMTDEPOSIT 15.61***

(0.005)

NLAMTLOAN 21.42***

(0.002)

FI 1.114***

(0.004)

LEV 0.012 0.043 0.019 0.033 0.030 0.028 0.023

(0.639) (0.153) (0.453) (0.249) (0.316) (0.335) (0.381)

NLSIZE -2.920** -0.682 -1.417 -0.757 -1.076 -1.438 -1.465

(0.017) (0.515) (0.135) (0.431) (0.289) (0.184) (0.156)

LIQR -0.139* -0.135 -0.143* -0.124 -0.138* -0.143* -0.142*

(0.099) (0.110) (0.086) (0.123) (0.100) (0.091) (0.091)

CER -0.379*** -0.374*** -0.371*** -0.372*** -0.368*** -0.368*** -0.370***

(0.000 (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

AGE -0.045 0.120 0.017 0.080 0.040 0.042 0.018

(0.528) (0.320) (0.830) (0.548) (0.674) (0.651) (0.841)

Constant 56.10*** 34.67*** 43.28*** 36.44*** 39.34*** 42.37*** 44.60***

(0.000) (0.008) (0.001) (0.005) (0.003) (0.003) (0.002)

AR (1) p-value 0.0801 0.117 0.0970 0.0909 0.111 0.120 0.101

AR (2) p-value 0.211 0.229 0.222 0.222 0.224 0.226 0.220

Hansen p-value 0.311 0.575 0.435 0.560 0.495 0.432 0.441

Note: *, **, and *** represent statistical significance at 10%, 5%, and 1%, respectively; the values in parenthesis indicate p-value.
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Conclusion and Recommendations 
This study used a two-step system GMM technique on a 
sample of sixteen commercial banks to examine the impact 
of financial inclusion on the financial performance of Ethi-
opia’s banking industry. The GMM estimation results were 
compared with other linear panel data analysis techniques, 
including OLS, FE, and Feasible Generalized Least Squares 
(FGLS).  
The study utilized ten years of data (2013–2022), manually 
collected from the country’s central bank, officially known 
as the National Bank of Ethiopia (NBE), and the annual 
reports of each commercial bank included in the sample. 
Since bank performance was measured using two alterna-
tive indicators – ROA and ROE – two separate econometric 
models were specified to estimate the relationship between 
financial inclusion and these performance metrics.  
Initially, six financial inclusion indicators were considered: 
the number of branch networks and ATMs (measuring 
banking service availability/access), the number of depos-
itors and borrowers (reflecting banking penetration), and 
the amounts of outstanding deposits and loans (capturing 
financial service usage). In the next step, a composite fi-
nancial inclusion index (FI) was constructed by applying 
the PCA technique to extract the first principal component 
from these six indicators.  
To account for omitted variable bias, the study also includ-
ed several bank-specific control variables known to signifi-
cantly influence financial performance, such as leverage, li-
quidity ratio, cost efficiency ratio, bank size, and bank age.
The study found that the composite financial inclusion 
index (FI) has a significant positive impact on the perfor-
mance of Ethiopia’s banking sector, as measured by both 
ROA and ROE. The GMM model estimation also revealed 
that the lagged values of performance measures (L.ROA 
and L.ROE) have a positive and significant effect on the 
current and future financial performance of commercial 
banks.  
Regarding the control variables, the cost efficiency ratio is 
the only variable that significantly affects both ROA and 
ROE, with negative coefficients. No statistically significant 
relationship was found between the liquidity ratio and 
ROA, whereas its association with ROE is negative and 
significant at the 10% significance level. Leverage does not 
have a significant effect on either ROA or ROE. Bank age 
negatively and significantly affects ROA, while its effect on 
ROE is positive but not statistically significant. Additional-
ly, bank size shows no significant relationship with either 
performance measure.
The findings of this research will contribute to a broader 
global understanding of the relationship between financial 
inclusion and the performance of commercial banks.  
Firstly, this study provides empirical evidence that in-
creased financial inclusion activities positively influence 
the profitability of commercial banks. It also highlights key 
bank-specific variables that determine their financial per-
formance.  

Secondly, the findings will be valuable to financial institu-
tions in shaping their strategic initiatives to enhance finan-
cial inclusion efforts.  
Thirdly, the study offers insights for government agencies 
and financial sector regulators responsible for promoting 
financial inclusion in the country. Given that Ethiopia is 
the second most populous country in Africa, with a large 
unbanked population, banks have a significant opportuni-
ty to expand their outreach. This can be achieved by in-
creasing branch networks and ATMs, offering accessible 
and tailored financial services, and promoting financial 
literacy among the population.

Statement of availability of data 
This study used data collected manually from the National 
Bank of Ethiopia (NBE) and annual reports of each com-
mercial bank in the sample. 
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Abstract
Despite the strategic imperative of digitalization, its impact on firm performance remains debated, often showing initial 
negative effects. Using a panel of 1,543 Shanghai Stock Exchange (SSE) listed firms (2013-2023), we investigate the dynamic 
relationship between digital transformation (DT) and financial performance. Employing two-way fixed-effects models and 
path analysis, we uncover dynamic effect: DT negatively impacts financial performance contemporaneously, mediated by 
increased financing constraints, but yields positive returns in the long run. Crucially, we find that strong Environmental, 
Social, and Governance (ESG) performance mitigates the negative short-term effects of DT. Robustness checks, including 
replacement variables, PSM-DID and addressing endogeneity, confirm our findings. This study contributes by reconciling 
mixed evidence on DT's value, identifying financing constraints as a key mechanism, and demonstrating strong ESG en-
hances early-stage financial resilience.
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Introduction
In the digital era, traditional industrial enterprises are im-
plementing digital transformation strategies to respond to 
rapid market changes and competitive pressures. The 2022 
Global Digital Economy Competitiveness Development 
Annual Report ranks China ranks second in digital econo-
my competitiveness, just behind the United States [1]. 
Previous research has shown the economic role of digital 
technologies in optimizing supply chains, enhancing op-
erational efficiency [2] and improving firms’ ability to cope 
with complex environments [3]. However, a 2021 survey by 
the Tencent Research Institute revealed a set of obstacles, 
including a “lack of funds”, a “lack of leadership support”, 
and, more critically, difficulties in internal organizational 
coordination [4] and challenges related to complex digital 
tools and solutions [5; 6]. Scholars indicate that as many as 
70% of digital transformation have led to economic loss-
es for enterprises [7], with actual returns frequently fall-
ing short of expectations [8]. A key contributing factor is 
management’s lack of expertise and leadership in navigat-
ing digital transformation, which exacerbates challenges 
associated with the digital divide [9]. Additionally, digital 
disruption can destabilize industries, and only a minority 
of organizations are adequately prepared to address such 
disruptions [10]. A variety of factors leads to the “digitali-
zation paradox” where expected financial gains do not pro-
portionally reflect the scale of digital investments [8]. De-
spite the growing body of research on the effects of digital 
transformation, a critical gap remains in understanding the 
underlying mechanisms by which digital transformation 
can negatively impact the financial performance of large-
scale corporations in the short term. In addition, there is a 
shortage of evidence on whether ESG at the corporate level 
can mitigate this adverse effect of digital transformation. 
What expectations should the management and board of 
directors of large companies have when engaging in such a 
twin transformation?
We focus on China for several reasons. Under pressure 
from global competition, Chinese companies need to 
strategize between transformation and rising costs. Espe-
cially as China’s demographic dividend gradually fades, 
with increasing technology and labour costs, it remains an 
open question whether the investment in transformation 
by Chinese enterprises can proportionally match the ben-
efits brought by the latter in the short term [11]. Second, 
to compete in global markets, Chinese companies have to 
align with new sustainable development objectives, mak-
ing ESG corporate innovation more urgent. For this rea-
son, our study focuses on companies listed on the main 
board of the Shanghai Stock Exchange (SSE), exploring 
their performance and challenges during twin innova-
tions. These companies are typically large and have a long 
operating history, mature business models, and stable per-
formance, representing high-quality enterprises with sig-
nificant industry and public effects. However, they have 
bigger systems and infrastructure and stronger organiza-
tional inertia, creating substantial difficulties in structural 
transformation [12] and making the challenges more com-

plex. When involved in the digital transformation process, 
companies that emphasize the principles of sustainability 
in their strategies are more likely to gain loyalty and rec-
ognition from shareholders and other stakeholders [13]. 
Nevertheless, studies exploring the synergistic effects of 
ESG and digital transformation are still scarce. We concep-
tualize ESG as a managerial innovation that encompasses 
both internal governance and external evaluation dimen-
sions and explore its moderating influence on the link be-
tween digital transformation and corporate performance, 
particularly through the lens of financing constraints.
This study offers two key contributions to the literature. 
First, it elucidates the specific mechanisms underpinning 
the dynamic effect of digital transformation (DT) on fi-
nancial performance – initial decline followed by long-
term gains. Focusing on mature Chinese firms, we pin-
point financing constraints as a critical, yet underexplored, 
channel driving the short-term dip. We argue that the sub-
stantial investments, high failure rates, slow returns, and 
disruptive uncertainty associated with DT heighten infor-
mation asymmetries and perceived risks, thereby restrict-
ing firms’ financing capabilities in the initial phase. This 
finding extends the concept of the ‘digitalization paradox’ 
[8] by providing a concrete explanatory mechanism. Sec-
ond, this research demonstrates the synergistic interplay 
between ESG performance and DT. We reveal that strong 
ESG credentials act as a significant moderator, effectively 
buffering the negative short-term financial consequences 
of digital initiatives. This suggests a practical solution to 
the digitalization paradox: integrating robust sustainabili-
ty practices can mitigate the initial downsides of DT. Our 
findings highlight the necessity of examining these corpo-
rate strategies jointly and underscore the strategic value of 
embedding sustainability within digital transformation ef-
forts to maximize benefits and minimize risks.

Literature review
Impact of digital transformation on 
financial performance
Simply introducing and applying technologies does not 
equate to digital transformation: true digital transforma-
tion occurs when technologies are used to fundamentally 
alter how a company generates profit. At the same time, 
the impact of digital transformation on financial perfor-
mance is a subject of considerable debate in the research 
community.
Existing studies suggest that investments in digital trans-
formation have a positive impact on financial performance 
by reducing information asymmetry levels [14], lowering 
costs [14; 15], obtaining additional cash flow [16], improv-
ing inventory turnover and total asset turnover [17], en-
hancing capital utilization efficiency [18], and increasing 
economies of scale by leveraging the resources and expe-
rience of partners [19]. However, some research suggests 
that the correlation between the two depends on the stage 
of digital transformation, the speed of transformation, the 
level of investment in transformation, the financial condi-
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tion, and the strategic orientation of the firm. According 
to Fabian et al. [20], although the implementation of low-
er levels of digital transformation can enhance efficiency, 
such endeavours often encounter diminishing returns, 
limiting profits. In contrast, Yonghong et al. [17] state 
that although corporate profitability decreases in the in-
itial stages of digital transformation, the firm’s net profit 
margin gradually increases as the digital process deepens. 
Meanwhile, Sun et al. [21] explore the impact of the speed 
of digital transformation on corporate financial distress, 
finding a U-shaped relationship between the two, with the 
CEO’s IT background modifying this relationship into an 
inverted U-shape. Research by Vu et al. [22] using the fixed 
effects quantile method shows that only high-performance 
companies benefit from digital transformation, while oth-
er companies do not. Guo’s [23] study reveals that digital 
transformation has a U-shaped relation with profit-orient-
ed financial performance and is positively correlated with 
process-oriented operational performance. Fabian [24] 
indicates that firms inclined towards radical changes and 
those with more rigid organizations obtain lower returns 
from digital transformation.
Some scholars view the relationship negatively [25]. 
Among them, Solow [26] proposes the “productivity par-
adox”, arguing that information technology investment 
does not affect or even negatively impacts corporate finan-
cial performance. Matt et al. [27] corroborate this view, 
demonstrating that over half of the businesses using dig-
ital transformation strategies have seen a decline in per-
formance compared to their pre-transformation levels, 
with some even running the risk of bankruptcy. Xie et al. 
[28] argue that corporate digital transformation needs to 
go through two periods – “overcoming organizational in-
ertia” and “forming new management routines” – during 
which learning costs inevitably rise, limiting the positive 
impact on financial performance. Hanelt et al. [29] further 
highlight that digital transformation does not inherently 
guarantee profitability, as it often brings additional oper-
ational and integration costs that can erode financial re-
turns. In this perspective, Jardak and Ben Hamad [30] note 
that the benefits of IT investments and digital marketing 
may take years to materialize, with the high value of IT 
assets not being immediately amortized, which can neg-
atively impact return on assets (ROA) in the short term. 
Other scholars study individual industries. For example, 
Forcadell [13] indicates that for banks, the challenges 
brought by digital transformation may hinder potential 
gains and threaten their survival, whereas the reputation 
established by corporate sustainability compensates for 
these weaknesses in digital capabilities. Isma Coryanata 
et al. [31] examine banking firms listed on the Indonesia 
Stock Exchange and show that the implementation of dig-
ital transformation by banks leads to a decrease in their 
return on investment.
This paper aims to reconcile conflicting perspectives on 
the impact of digital transformation on financial perfor-
mance by examining the complex interplay of mediators 
and moderators.

Impact of ESG on firm performance
Existing research on ESG mostly analyses its influence on 
corporate financial performance and risk management 
capabilities. Most studies indicate that excellent ESG per-
formance can enhance financial performance [32], an ef-
fect that is more pronounced for larger companies [33]. 
However, this impact is not always linear and depends on 
different factors, including the market in which the com-
pany is operating and its size. Research by Garcia et al. 
[34] illustrates the market heterogeneity characteristic of 
ESG’s financial impact, demonstrating a significant posi-
tive relationship between the two in companies from de-
veloped countries yet a negative correlation in companies 
from emerging markets. Bruna [35], using data from 350 
European listed companies, finds that the marginal impact 
of ESG performance on financial performance is nonlinear 
and varies with the level of ESG performance scores and 
company size. Conversely, some studies make the oppo-
site conclusion. For instance, research by Landi et al. [36] 
on Italian listed companies suggests that investors do not 
seem to value corporate social responsibility (CSR). Saygili 
et al.’s [37] study on companies listed on the Istanbul Stock 
Exchange indicates that environmental disclosure signifi-
cantly harms corporate financial performance.
Moreover, research suggests that CSR serves as a risk man-
agement instrument with the capacity to mitigate risks 
during crises and safeguard firms against negative effects 
on their cash flow [38; 39]. Benlemlih et al. [40] indicate 
that companies that engage in extensive and objective en-
vironmental and social disclosure build good reputation 
and trust among stakeholders, thereby helping to miti-
gate their idiosyncratic and operational risks. Sassen et 
al. [41], using a sample of European panel data from 2002 
to 2014, demonstrate that corporate social performance 
significantly reduces idiosyncratic, total, and systematic 
risks. Albuquerque et al. [42] study how CSR investments 
can improve product differentiation, thereby reducing ex-
posure to systemic risk. Hoepner et al. [43] also find that 
engagement in ESG transformation can reduce downside 
risk. However, Korinth et al. [44] provide evidence from 
the German stock market showing that ESG investments 
initially reduce systemic risk, yet excessive investment ul-
timately increases systemic risk, leading to a U-shaped de-
pendence.
Recent academic research has done a lot to examine the 
direct impact of ESG practices on corporate financial per-
formance and risk management. However, studies on the 
synergistic effects of ESG and digital transformation are 
still sparse. The few available ones indicate that a firm’s 
sustainability reputation affects the relationship between 
digital disclosure and stock market valuation [45], while 
the breadth and concentration of sustainability play a 
moderating role between digital reputation and financial 
performance [46]. Forcadell’s [13] study of the banking in-
dustry suggests that the challenges posed by digital trans-
formation may hinder potential gains and harm resilience, 
while the reputation generated by corporate sustainability 
could mitigate these digital transformation shortcomings. 
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Therefore, examining how ESG functions as a moderating 
variable in the relationship between digital transformation 
and financial performance will address existing research 
gaps, extend sustainability research to ESG indicators, and 
reveal how ESG practices can optimize financial perfor-
mance during digital transformation.

Hypotheses
Impact of digital transformation on 
financial performance
From the perspective of resource-based theory, digital 
transformation leverages data as an independent produc-
tion factor to create value by improving efficiency [47; 48], 
increasing revenue [49], saving costs [50], and controlling 
risks [51], thereby indirectly enhancing the productivity 
and financial performance of enterprises. However, few 
studies mention the resource consumption issues within 
digital transformation. As a form of innovation, digital 
transformation is a resource-consuming activity that ini-
tially necessitates significant ongoing investment: the fixed 
investment in high-cost digital infrastructure and the sub-
sequent maintenance and upgrade costs [49; 52], the ex-
penses for recruiting digital technology professionals and 
daily digital training for employees [53], and the coordina-
tion costs associated with integrating digital technologies 
with existing resources and abilities [54].
Over half of Chinese enterprises are still at the initial stag-
es of digital technology application (National Information 
Center, 2020), making funding a significant challenge 
for digital transformation [55]. Furthermore, in the early 
phase, the complete benefits of digital transformation have 
yet to manifest, while the expenses associated with inte-
gration may offset the promotion of digital transformation 
for business growth [23], resulting in a disproportionate 
increase in operational costs relative to revenue. This may 
lead to an initial decline in return on assets. This process 
is particularly evident in large enterprises with more ex-
tensive systems and infrastructure, organizational inertia, 
and long-existing mindsets and processes [56], leading 
to higher communication, coordination, and integration 
costs. Excessively rapid digital transformation can eas-
ily create an insurmountable gap between the company’s 
existing resources and capabilities, directly impacting in-
ternal management decisions and resource allocation ef-
ficiency. Consequently, the organization may lack the ca-
pacity to continue supporting the deep implementation of 
digital transformation and fail to adjust internal activities 
and structures dynamically to adapt to external environ-
mental changes [57], potentially impacting its financial 
performance.
Although studies show that digital transformation can help 
mitigate principal-agent conflicts and strengthen internal 
corporate governance structures [58], it can also create 
greater uncertainty and operational risk, exacerbate ex-
ternal and internal information asymmetry, and increase 
financing constraints, which can negatively affect financial 
performance. Previous research has mostly assumed the 

success of digital transformation, almost unequivocally af-
firming the positive signals it sends. The effectiveness of 
digital transformation heavily relies on how prepared an 
organization is to embrace and implement digital innova-
tion. The high probability of digital failure and slow return 
on investment exacerbate operational uncertainty for en-
terprises [8]. In addition, digital transformation redefines 
markets, disrupts traditional business models and indus-
try divisions, and shatters competitive landscapes [59]. It 
poses an existential threat to mature, large-cap companies 
that thrived during the pre-digital era [60]. The boundaries 
between product categories and industries are becoming 
indistinct, while competitiveness increasingly depends on 
multisided platforms [61]. In the face of greater uncer-
tainty risks, information on firms’ investments becomes 
more complex and variable, increasing specific risks and 
information asymmetries [62] and directly impacting the 
expenses associated with corporate debt and equity financ-
ing [63].
Moreover, cross-industry operations that follow digital 
transformation require significant investments unrelated 
to the core business. To maintain digital agility, compa-
nies must continually modify and reallocate current dig-
ital assets [64]. However, this “reallocation of resources” 
can have competitive effects and negatively impact core 
business performance [27; 59]. Based on signalling theory, 
external investors may adopt a cautious attitude towards 
the enterprise’s future profitability and operational stability 
due to concerns over the potential negative impact on the 
core business or the failure of digital investments, leading 
to financing constraints and adversely affecting subsequent 
financial performance.
H1: Digital transformation can negatively impact the fi-
nancial performance of mature, large-cap corporations in 
the short term.
H2: Digital transformation increases financing constraints, 
thereby negatively affecting the financial performance of 
mature, large-cap corporations in the short term.

Moderating role of ESG innovative 
practices
Enhanced ESG performance signifies a firm’s strong sus-
tainability and promotes reputation and stakeholder trust 
[65]. Stakeholder trust can not only offset the potential 
downsides of digital transformation [66] and enhance its 
market expectations [67], but it can also bring competitive 
advantages and brand premiums [68], thereby increasing 
stakeholder tolerance for temporary declines in operation-
al and financial performance during digital transforma-
tion.
Firms with good ESG innovative practices enhance the 
quality of their human capital, facilitating integration of 
digital technologies with existing resources and organiza-
tional structures. The digital transformation process en-
counters risks like the shortage of skilled labour and the 
loss of experienced managers [69]. However, companies 
with strong ESG performance attract high-quality talent 
by adopting green human resource management strategies 
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[70], which enhance employees’ sense of belonging and 
self-respect and their work motivation [71] and ultimately 
promote improvements in financial performance.
Good ESG practices lead to superior risk management 
capabilities [72], transparency, and compliance, while re-
ducing risks associated with information asymmetry, in-
cluding firm-specific and operational risks [40]. Digital 
transformation in mature, large-cap enterprises entails 
significant operational risks and uncertainties. However, 
firms with strong ESG innovative practices and results 
are more adept at handling technology compliance, mar-
ket resistance, and regulatory shifts, which helps them to 
safeguard internal stability and protect core operations and 
financial performance.
H3: ESG innovative practices can mitigate the adverse ef-
fect of digital transformation on the financial performance 
of mature, large-cap corporations.

Moderating role of ESG innovative 
practices in the mediating mechanism of 
financing constraints
According to signalling theory, strong ESG performance 
serves as a positive signal that companies send in situations 
of information asymmetry within capital markets [73]. 
This signal indicates that the company is not merely pur-
suing short-term profits but incorporating sustainable de-
velopment strategies as part of its long-term plan for digital 
transformation. It demonstrates a comprehensive and long-
term commitment to the goals of digital transformation, 
thereby mitigating the impact of negative signals such as 
potential failure and slow return on investment during the 
digital transformation process. This releases positive sig-
nals about the company’s internal risk resilience and legit-
imacy, increases the support of different stakeholders such 
as investors, consumers, and government departments, 
and secures more stable long-term capital to alleviate po-
tential financing constraints during digital transformation.

Good ESG innovative practices and performance enhance 
the firm’s overall market image [74] and shows investors that 
it possesses strong operational signals and risk resilience, 
thereby boosting external investor confidence [75]. Such 
practices can increase stakeholders’ tolerance for temporary 
operational or financial performance declines during digi-
tal transformation, thereby reducing external financial con-
straints and debt costs [76]. Additionally, good ESG prac-
tices lower regulatory risks and operational uncertainties by 
ensuring compliance and mitigating risks related to products 
and technologies [77]. This can increase information trans-
parency, which enables the company to establish a broad net-
work and broaden financing access [78]. For instance, good 
ESG practices encourage companies to issue green bonds 
[79] and funds in equity crowdfunding [80], thus easing the 
capital constraints faced during digital transformation.
Strong ESG performance presents a responsible and trust-
worthy image to stakeholders. This can help to establish 
long-term stable supply chain partnerships, strengthening 
the company’s cohesion with its suppliers and customers 
[81], and reduce the incidence of commercial fraud [82], 
which in turn facilitates greater access to commercial cred-
it financing [83] and supports long-term sustainable devel-
opment strategic goals. 
Furthermore, good ESG is often related to high levels of 
environmental awareness and commitment, signalling 
organizational legitimacy that helps to attract long-term 
investors, secure stable long-term funds that can be used 
for digital transformation, and gain the support of govern-
ment regulatory bodies. This enhances access to financing 
privileges and government resources, such as fiscal subsi-
dies [84; 85].
H4: ESG innovative practices alleviate the financing con-
straints caused by digital transformation, thereby promot-
ing corporate financial performance.
Figure 1 provides a visual representation of the research 
model for this study.

Figure 1. Research model
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Research design
Data sources
This study uses a sample of companies listed on the main 
board of the Shanghai Stock Exchange (SSE) from 2013 to 
2023. The choice of observation period is explained by sev-
eral factors. In 2013, the Chinese government introduced 
a policy initiative to promote information consumption 
and expand domestic demand, launching the national in-
formationization strategy and providing support for digital 
transformation. Additionally, 2013 marked the beginning 
of construction work on China’s 4G network, rapidly ad-
vancing mobile internet technology and supporting digital 
transformation [86]. Our data on digital transformation 
was manually collected, as well as being sourced from 
the Wind Financial Terminal and CSMAR databases. The 
sample selection was based on the following principles: 1) 
excluding samples with insufficient data; 2) omitting finan-
cial and insurance companies due to their particularities 
[87]; and 3) excluding ST, PT, and *ST companies [88]. 
The final dataset consists of 1,543 sample companies and 
12,833 sample observations. We used Stata 17.0 software 
for empirical analysis.

Description of variables
Dependent variable: corporate financial performance 
(CFP). This paper measures CFP using return on assets. To 
confirm the robustness of the model, our research also uses 
return on equity (ROE) in place of ROA for regression.
Independent variable: digital transformation (DT). Most of 
the current literature employs textual analysis to represent 
DT using keyword word frequencies associated with DT in 
companies’ annual reports [86; 89]. While word frequency 
reflects executives’ awareness of DT, awareness does not 
necessarily translate into action [90]. Digital intangibles 
make more economic sense than word-frequency analysis, 
because they measure a company’s investment in DT. Thus, 
this study aligns with previous research [90; 91] to measure 
DT as the proportion of intangible assets associated with 
digital transformation keywords like software, artificial in-
telligence, and big data disclosed in annual financial state-
ments. This proportion of relevant intangible assets to total 
assets at year-end serves as a proxy for DT.
Mediating variable: financing constraints (FC). Scholars 
have proposed various metrics to measure financing con-
straints, including single factors such as asset size and divi-
dend payout ratio and composite indices like the SA index 
[92], KZ index [93], and WW index [94]. Among these, the 
KZ index indicates the extent to which a firm’s investment 
depends on internal cash flow, thereby reflecting the size of 
financing constraints [95]. The KZ index integrates multi-
ple dimensions of a company’s financial position and mar-
ket conditions, providing a comprehensive understanding 
of how financing constraints influence financial decisions, 
capital structure and, ultimately, financial performance. 
Therefore, aligning with previous studies [96–98], we 
adopt the KZ index, as originally proposed by Kaplan and 
Zingales [93]. The KZ index is constructed as follows:

5

.
1

jKZ KZ=∑        (1)

In Equation (1), the value of KZ1 is 1 if the ratio of oper-
ating cash flow to total assets for the prior period (CFi,t/
Asseti,t-1) is below the median, and 0 otherwise. The value 
of KZ2 is 1 if the ratio of cash dividends to total assets for 
the prior period (DIVi,t/Asseti,t-1) is below the median, and 0 
otherwise. The value of KZ3 is 1 if the ratio of cash holdings 
to total assets for the prior period (Ci,t/Asseti,t-1) is below 
the median, and 0 otherwise. The value of KZ4 is 1 if the 
debt-to-asset ratio is above the median, and 0 otherwise. 
The value of KZ5 is 1 if Tobin’s Q is above the median, and 
0 otherwise. We sum these indicators using Equation (1) 
to calculate the KZ index. Then, the regression coefficients 
are estimated using ordered logistic regression, utilizing the 
KZ index as the dependent variable. A higher KZ index 
suggests that firms are experiencing more severe financing 
constraints.
Moderator variable. The Huazheng ESG rating is taken as 
the moderator variable due to its comprehensive coverage, 
frequent updates, and advanced calculation techniques 
[99]. Widely recognized and employed in various studies to 
evaluate ESG [67; 100], this index offers an extensive eval-
uation with over 300 indicators spanning environmental, 
social, and governance dimensions. Its quarterly updates 
provide more timely data compared to other indices that 
are updated only semi-annually or annually. Furthermore, 
the integration of semantic analysis and natural language 
processing algorithms enhances the index’s precision and 
reliability. The Huazheng ESG rating index also includes 
detailed scores for the three individual dimensions, allow-
ing for a more in-depth analysis. These strengths make it 
an excellent tool for measuring ESG performance.
Control variables. Based on prior research [23; 101], we 
chose the following control variables for the model: firm 
size (Size), age (Age), revenue growth rate (Growthrate), 
debt-to-asset ratio (Lev), firm research and development 
expenditures (R&D), fixed asset ratio (FA), Tobin’s Q 
(TobinQ), property rights contexts (SOE), board of direc-
tors’ independence (Ind), and shareholding concentration 
(Top1). Finally, we incorporate the COVID-19 pandemic 
as a dummy variable to capture the influence of this signif-
icant global health event on CFP, ensuring that our analysis 
accurately reflects the effects of DT and other factors, inde-
pendent of the disruptions caused by the pandemic. These 
variables collectively provide a comprehensive framework 
for analysing the factors affecting CFP.
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Table 1. Description of variables

Variable type Variable name Symbols Variable description

Dependent 
variable

Corporate Financial 
Performance

CFP Return on assets

ROE Return on equity

Explanatory 
variable Digital Transformation DT Proportion of intangible assets related to digital 

transformation keywords to total assets at year-end

Mediator variable Finance constraints FC KZ index

Moderator 
variable Corporate ESG ESG Huazheng ESG Rating

Control variable

Enterprise size Size Logarithm of total assets

Enterprise age Age Logarithm of (years of observation minus years of 
establishment)

Growth rate of revenue Growthrate (Current operating income minus prior operating 
income) divided by prior operating income

Gearing Lev Total liabilities divided by total assets

R&D expenditure R&D Logarithm of total firm R&D expenditures 

Fixed Asset Ratio FA Fixed assets at the end of the period as a percentage 
of total assets

Property rights contexts SOE 1 for state-owned enterprises, and 0 otherwise

Board independence Indep Ratio of independent directors to the total number 
of directors

Shareholding concentration Top1 Proportion of shares owned by the largest 
shareholder of the enterprise

Future growth opportunities TobinQ Market value of the company / replacement cost of 
assets

Dummy variables COVID-19 0 if the year precedes the outbreak of COVID-19 
and 1 if it follows the outbreak

Note: The table comprehensively explains and quantifies all variables.

Model design
A firm’s financial performance is greatly affected by specif-
ic and unobservable firm individual characteristics [102], 
such as corporate culture [103; 104] and management 
style [105; 106]. This model can effectively mitigate the in-
fluence of unobservable variables related to year and firm 
decrease estimation biases, and improve the statistical re-
liability of the results [107]. However, it necessitates the 
utilization of panel data and substantial sample observa-
tions [108]. This paper employs panel data for regression 
analysis on 12,833 observations, qualifying for the use of 
this model.

To test the correlation of DT and CFP, the following regres-
sion model is constructed:

( )
, 0 1 , 2 ,

,

CFP DT Controls

Year Firm  ,     1
i t i t i t

i t

α α α= + + +

+∑ +∑ + ν

where i  indicates the company, t  represents time, ,CFPi t  
indicates the corporate financial performance of company 
i  in year t , ,DTi t  represents the level of digital transfor-
mation of company i  in year t , ,Controlsi t  indicate all 
control variables, Year∑  and Firm∑  represent the time 
and firm fixed effects, and ,  i tν is the exogenous distur-
bance term, which has a normal distribution with mean 0 
and variance σ2.
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To examine the mediating effect of financing constraints, 
this study employs the causal steps approach to mediation 
[109; 110]. Expanding on regression Model (1), we con-
struct Models (2) and (3):

( )
, 0 1 , 2 ,

,

FC DT Controls

Year Firm      2,
i t i t i t

i t

β β β= + + +

+∑ +∑ + ν

( )
, 0 1 , 2 , 3 ,

,

CFP DT FC Controls

Year Firm ,      3
i t i t i t i t

i t

γ γ γ γ= + + + +

+∑ +∑ +ν

where ,FCi t  represents the corporate financing con-
straints, while the other variables are the same as in the 
above model. If 1β  and 2γ  are significant at the same time, 
there is a mediating effect of financing constraints between 
the two. According to the previous theoretical analysis, this 
paper predicts 1β  to be significantly positive and 2γ  to be 
significantly negative.
To verify the moderating effect of ESG, we build Model (4), 
drawing on the moderating effect model [109]:

i,t 0 1 i,t 2 i,t 3 i,t i,t

4 i,t i,t

CFP DT ESG ESG DT
Controls Year Firm , (4)

α α α α

α

= + + + × +

+ + ∑ +∑ +ν

where i,t i,tESG DT× is the interaction term. According to 

the theoretical analysis in Section 2, 3α  is expected to be 

significantly positive.
Based on the interpretation of Edwards and Lambert [109] 
of the moderated mediation effect model, Models (5) and 
(6) are constructed for confirming the moderating effect 
of ESG on the first half of the mediation effect path, while 
Model (7) is built for confirming the direct moderating ef-
fect of ESG on the mediation effect path:

( )
, 0 1 , 2 , 3 ,

,

FC DT ESG Controls

Year Firm      5,
i t i t i t i t

i t

β β β β= + + + +

+∑ +∑ +ν  

( )
, 0 1 , 2 , 3 , ,

4 , ,

FC DT ESG ESG DT

Controls Year Firm      6,
i t i t i t i t i t

i t i t

β β β β

β

= + + + × +
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( )
, 0 1 , 2 , 3 , 4 ,

, 5 , ,

CFP DT ESG FC ESG

DT Controls Year Firm .    7
i t i t i t i t i t

i t i t i t

γ γ γ γ γ

γ

= + + + + ×

× + + ∑ +∑ +ν  
If 3β  of , ,ESG DTi t i t×  is significant, then ESG moderates 
financing constraints caused by digital transformation. If 

4γ  is significant, then the moderating effect of ESG does 
not work entirely through the mediating variable ,FCi t . 
According to the theoretical analysis, the predictive coef-
ficient 3β  is significantly negative and 4γ  is significantly 
positive.

Results and discussion
Main effect regression analysis
Table 2 shows the relationship between DT and CFP. Col-
umn 1 shows the results without control variables and 
without firm and time fixed effects. Column 2 presents the 
results of the two-way fixed effects model without control 
variables. Column 3 shows the findings after including all 
control variables and accounting for year, industry, and 
city effects. Column 4 presents the findings of regressions 
that incorporate control variables and utilize a two-way 
fixed effects model (Model (1)). The results consistently 
demonstrate that DT has a negative impact on CFP at the 
1% significance level. This finding supports the previous 
theory and confirms Hypothesis 1.

Table 2. Benchmark regression results

Model (1)
CFP CFP CFP CFP

DT -0.0316*** -0.0135*** -0.0123*** -0.0175***

(-10.39) (-2.78) (-4.21) (-4.17)

Size 0.0106*** 0.0071***

(21.92) (5.72)

Age -0.0011*** -0.0037**

(-14.18) (-2.09)

Growthrate 0.0383*** 0.0356***

(27.65) (27.65)

Lev -0.1022*** -0.0953***

(-59.81) (-51.92)

R&D 0.0001 0.0003**

(0.59) (2.51)

FA -0.0569*** -0.0845***

(-13.72) (-12.59)
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Model (1)
CFP CFP CFP CFP

SOE -0.0054*** -0.0040

(-3.84) (-1.29)

Indep -0.0004 -0.0003

(-0.39) (-0.19)

Top1 0.0003*** 0.0003***

(8.87) (3.23)

TobinQ 0.0045*** 0.0022***

(16.61) (6.61)

COVID-19 -0.0150*** 0.0060

(-4.81) (0.36)

Constant 0.0443*** 0.0513*** -0.1800*** -0.0300

(67.54) (25.31) (-8.63) (-1.00)

Year FE No Yes Yes Yes

Industry FE No No Yes No

City FE No No Yes No

Firm FE No Yes No Yes

Observations 12,833 12,833 12,833 12,833

R-squared 0.008 0.018 0.402 0.273

Note: The T statistic is in parentheses; *, **, and *** represent significance levels of 10%, 5%, and 1%, respectively.

Mediating effect analysis
The regression results for the mediating effect are shown 
in Table 3. In Model (2), the estimated coefficient of DT 
on FC is significantly positive at the 5% level (0.3405). It 
means that as DT increases, the FC faced by firms also ris-
es. In column 3, the coefficient of FC is significantly neg-
ative at the 1% level (0.0103). These findings suggest that 
DT, by increasing the FC of firms, leads to a decrease in 
CFP. This finding further supports Hypothesis 3.

Moreover, Model (3) demonstrates that the estimated co-
efficient of DT on CFP is significantly negative at the 1% 
level (0.014), while the absolute value of this coefficient is 
lower than the absolute value of the coefficient in Model 
(1), implying that FC partially mediates this relationship. 
Specifically, DT influences CFP partly through the mediat-
ing role of FC and partly through direct effects.

Table 3. Mediating effect

Model (1) Model (2) Model (3)
CFP FC CFP

DT -0.0175*** 0.3405*** -0.0140***

(-4.17) (2.99) (-3.47)

FC -0.0103***

(-30.89)

Size 0.0071*** 0.1536*** 0.0087***

(5.72) (4.57) (7.28)

Age -0.0037** 0.3207*** -0.0004

(-2.09) (6.73) (-0.22)
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Model (1) Model (2) Model (3)
CFP FC CFP

Growthrate 0.0356*** -0.7747*** 0.0276***

(27.65) (-22.19) (21.87)

Lev -0.0953*** 0.3952*** -0.0912***

(-51.92) (7.93) (-51.62)

R&D 0.0003** 0.0073** 0.0004***

(2.51) (2.13) (3.23)

FA -0.0845*** 2.4960*** -0.0588***

(-12.59) (13.70) (-9.05)

SOE -0.0040 0.1339 -0.0026

(-1.29) (1.60) (-0.87)

Indep -0.0003 -0.0344 -0.0006

(-0.19) (-0.88) (-0.45)

Top1 0.0003*** -0.0130*** 0.0001*

(3.23) (-5.83) (1.67)

TobinQ 0.0022*** 0.1483*** 0.0037***

(6.61) (16.63) (11.58)

COVID-19 0.0060 -3.4629*** -0.0297*

(0.36) (-7.58) (-1.83)

Constant -0.0300 -4.8431*** -0.0799***

(-1.00) (-5.96) (-2.78)

Year FE Yes Yes Yes

Firm FE Yes Yes Yes

Observations 12,833 12,833 12,833

R-squared 0.273 0.127 0.329

Note: The T statistic is in parentheses; *, **, and *** represent significance levels of 10%, 5%, and 1%, respectively.

Moderating effect and moderated 
mediation effects analysis
Model (4) in Table 4 shows the total moderating effect of 
ESG. The coefficient of the interaction term DT×ESG is 
significantly positive at the 1% level (0.0028). This means 
that good ESG performance can significantly alleviate the 
negative impact of DT on CFP. Consequently, in firms with 
superior ESG performance, the detrimental effects of DT 
on CFP are less severe.
Figure 2 and Table 5 depict the two-way interactions. They 
demonstrate that when ESG performance is poor, the lin-
ear slope is negative (-0.123). Conversely, when ESG per-
formance is high, the slope becomes positive (0.035), indi-
cating that in the case of higher ESG scores, the negative 
impact of DT turns into a positive effect.

In Model (6) of Table 4, the interaction term DT×ESG has 
an estimated coefficient that is significantly negative at the 
5% level (-0.0376), indicating that ESG significantly mod-
erates the relationship between DT and FC. In brief, as 
ESG performance improves, the positive impact of DT on 
FC weakens, thus verifying Hypothesis 4.
The results of Model (7) in Table 4 show that the estimat-
ed coefficient of DT×ESG is significantly positive at the 
1% level (0.0024), suggesting that the moderating effect 
of ESG is not entirely mediated by FC. Moreover, the co-
efficient of DT×ESG in the direct effect is smaller than that 
in the total effect of ESG (0.0024 in Model (7) compared 
to 0.0028 in Model (4)), suggesting that the moderation 
effect of ESG is partially mediated by FC. This further 
confirms that good ESG performance can both directly 
mitigate the negative impact of DT on CFP and enhance 
CFP by reducing the increase in FC caused by DT.
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Table 4. Moderating effects and moderated mediation effects

Model (4) Model (5) Model (6) Model (7)

CFP FC FC CFP
DT -0.2253*** 0.3504*** 3.1138*** -0.1935***

(-5.84) (3.08) (2.97) (-5.22)

ESG 0.0003** -0.0103*** -0.0069** 0.0002*

(2.19) (-3.16) (-1.96) (1.71)

DT×ESG 0.0028*** -0.0376*** 0.0024***

(5.40) (-2.65) (4.86)

FC -0.0102***

(-30.69)

Size 0.0065*** 0.1634*** 0.1649*** 0.0081***

(5.21) (4.84) (4.89) (6.83)

Age -0.0042** 0.3311*** 0.3305*** -0.0008

(-2.38) (6.93) (6.92) (-0.47)

Growthrate 0.0359*** -0.7783*** -0.7804*** 0.0279***

(27.96) (-22.29) (-22.35) (22.15)

Lev -0.0950*** 0.3857*** 0.3893*** -0.0911***

(-51.79) (7.73) (7.80) (-51.51)

R&D 0.0003*** 0.0074** 0.0072** 0.0004***

(2.60) (2.16) (2.09) (3.31)

FA -0.0842*** 2.4681*** 2.4835*** -0.0588***

(-12.55) (13.54) (13.62) (-9.06)

SOE -0.0038 0.1328 0.1316 -0.0025

(-1.24) (1.59) (1.57) (-0.84)

Indep -0.0005 -0.0300 -0.0297 -0.0008

(-0.37) (-0.76) (-0.76) (-0.60)

Top1 0.0003*** -0.0128*** -0.0128*** 0.0001

(3.12) (-5.76) (-5.75) (1.58)

TobinQ 0.0022*** 0.1483*** 0.1481*** 0.0037***

(6.68) (16.64) (16.61) (11.61)

COVID-19 -0.0326 -4.3839*** -4.6700*** -0.0803***

(-1.07) (-5.32) (-5.62) (-2.73)

Constant -0.0895*** -3.3463*** -3.5837*** -0.1316***

(-2.84) (-4.02) (-4.27) (-4.39)

Year FE Yes Yes Yes Yes

Firm FE Yes Yes Yes Yes

Observations 12,833 12,833 12,833 12,833

R-squared 0.276 0.128 0.129 0.332

Note: The T statistic is in parentheses; *, **, and *** represent significance levels of 10%, 5%, and 1%, respectively. 
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Figure 2. Two-way linear interactions

Table 5. Simple slope tests

Lower ESG High ESG

Gradient of slope -0.123 0.035

t-value of slope -6.484 3.295

p-value of slope 0.000 0.001

Robustness tests
Alternative variables
In alignment with previous studies [15; 30], this paper 
substitutes ROE for CFP to verify the findings’ robust-
ness. Column 1 of Table 6 displays that the effect of DT 
on ROE is significantly negative at the 5% level (0.0849). 
This corroborates the reliability of our findings. To address 
concerns regarding the external validity of the KZ index, 
particularly its sensitivity to the sample and specific time 
period used for its construction, we employ the WW index 
[111] as an alternative measure. A robustness check using 
the WW index confirms the consistency of our results.

PSM-DID
To effectively mitigate the policy shocks associated with the 
“Action Plan for Industrial Internet Development” policy 
introduced by the Chinese government and to prevent sys-
tematic differences in the financial performance of firms 
in pilot and non-pilot cities, we employ propensity score 
matching-difference-in-differences (PSM-DID) analysis to 
incorporate the policy shocks into the regression model.
This method allows us to redefine the control group sam-
ple to ensure a direct comparison and analysis between the 
control and treatment groups [112]. Initially, we categorize 

the overall sample based on the digitization pilot city docu-
ments issued by China, distinguishing between the exper-
imental group (enterprises located in the digitization pilot 
cities) and the control group (enterprises located outside 
the digitization pilot cities). Then, the Logit model is used 
to compute the propensity scores for DT. Third, matching 
is performed using the 1:1 nearest neighbour matching 
method. We chose all control variables for logistic regres-
sion and propensity matching scores. The outcomes of the 
balance hypothesis test are presented in Figure 3. There is 
a significant common support region for the propensity 
scores of the experimental and control groups, and most 
of the samples’ propensity scores fall within this region, in-
dicating that the propensity score distributions of the two 
groups are generally balanced. Figure 4 illustrates a notable 
decrease in the standard deviation of most variables, indi-
cating that the PSM method employed in this research ef-
fectively mitigates the sample selection bias. Figure 5 shows 
that the propensity score density curves differ significantly 
between the two groups before matching but become sim-
ilar after matching, indicating that PSM effectively reduces 
selection bias.
In the PSM-matched sample, test for consistent trends in 
the CFP between the treatment and control groups before 
the policy was implemented. Figure 6 provides strong evi-
dence supporting the parallel trend assumption. The coeffi-
cients for the pre-treatment period (time -4 to 0) are close 
to zero, with their confidence intervals including zero, sug-
gesting no systematic differences in the outcome variable 
trends between the treatment and control groups prior to 
the policy implementation. This indicates that, in the ab-
sence of treatment, the trajectories of the outcome variable 
for the two groups would have evolved similarly over time.
The model after considering policy shocks is specified as 
follows:

( )
, 0 1 , 1 2 ,

,

CFP DT DID Controls

Year Firm      8,
i t i t i t

i t

α α α α= + + + +

+∑ +∑ +ν

Here, DID represents the policy shocks, other variables are 
the same as the above model.
Column 4 of Table 6 shows that in the matched sample, 
after accounting for policy shocks, the effect of DT on CFP 
remains consistent with the results of previous studies, 
showing a negative effect at the 1% level (-0.0156).. This 
provides additional evidence of the reliability of the re-
search findings.
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Figure 3. Common value range of the propensity score

Figure 4. Standardized bias for each variable
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Figure 5. Kernel density before and after PSM

Figure 6. Parallel-trend test

Endogeneity test
Although individual and time effects were incorporated 
into the baseline regressions to manage heterogeneity in 
firms’ financial performance, endogeneity problems may 
still persist due to reverse causality. High ROA not only 
reflects strong profitability but also a higher competitive-
ness and risk tolerance, making companies more willing 
to invest in DT even if the latter causes short-term finan-
cial pressure. To address this issue, we selected the lagged 
one-period year-end ratio of mobile phone subscribers 
in the city where the company operates (MphoneUserst-1) 
[113] and the lagged one-period degree of Digital Econo-
my Index (DEIt-1) of cities as instrumental variables (IV).
The digital transformation of a firm is closely linked to 
the external digital environment of its region. The mobile 
phone penetration rate in the city where the firm’s head-
quarters is located serves as an indicator of the local digital 
infrastructure. This infrastructure influences the parent 
company’s digital adoption and its efforts to implement 

digital technologies in subsidiaries across various cities. 
Due to the differences in urban development across Chi-
na, firms based in cities with higher mobile phone pene-
tration are generally more advanced in digital transforma-
tion [114], thereby satisfying the relevance condition for 
this instrument. Additionally, the exogeneity condition is 
met, as the local mobile penetration rate is unlikely to have 
a direct impact on the company’s financial performance. 
Similarly, following Tao et al. [115], a city-level DEI index 
was constructed using data from the China Urban Statis-
tical Yearbook and Local Statistical Yearbook, applying the 
entropy weight method. The DEIt-1 reflects the overall dig-
ital infrastructure and digital economy level in a city, but 
it does not directly influence a company’s financial perfor-
mance.
The first stage in Table 6 reveals that the coefficients for 
MphoneUserst-1 and DEIt-1 are significantly positive, indicat-
ing that the IV and endogenous explanatory variables are 
highly correlated. In Column (5), the p-value of the Klei-
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bergen-Paap rk LM statistic is below 0.01, signifying that 
the null hypothesis of “under-identification of IV” is reject-
ed at the 1% level of significance. The Cragg-Donald Wald 
F statistic and the Kleibergen-Paap Wald rk F statistic both 
surpass the 10% critical threshold (19.93), rejecting the null 
hypothesis of “weak IV”. P-value for the Hansen J-test test 
is  higher than 0.1, suggesting the absence of an over-iden-

tification problem. The results of the second stage indicate 
that the impact of DT on CFP is significantly negative at the 
1% level (-0.0799). Moreover, the absolute value of the co-
efficients of DT increase compared to the two-fixed effects 
regression (-0.0175). Thus, the estimated impact of DT on 
CFP is greater after accounting for endogeneity, indicating 
that the findings derived in this paper are robust.

Table 6. Robustness test and endogeneity test results

Alternative variable PSM-DID TSLS-First stage TSLS-Second 
stage

ROE WW CFP CFP DT DT CFP

DT -0.0849** 0.0947*** -0.0170*** -0.0156*** -0.0799***

(-2.27) (4.09) (-4.06) (-3.85) (-3.48)

WW -0.0049***

(-2.89)

DID 0.0110**

(2.02)

Mphone 
Userst-1

0.1637***

(4.07)

DEIt-1 0.0965***

(4.21)

Size 0.0376*** -0.1295*** 0.0065*** 0.0122*** -0.0063** -0.0186*** 0.0140***

(3.42) (-18.95) (5.13) (9.20) (-2.27) (-6.92) (13.44)

Age -0.0055 -0.0052 -0.0037** -0.0034** 0.0023 0.0035 -0.0009***

(-0.35) (-0.53) (-2.11) (-2.07) (0.58) (0.91) (-6.72)

Growthrate 0.0911*** -0.0716*** 0.0352*** 0.0330*** -0.0006*** -0.0005*** 0.0003

(7.96) (-10.09) (27.26) (27.01) (-2.94) (-3.09) (1.16)

Lev -0.0979*** -0.0550*** -0.0955*** -0.1665*** 0.0001 0.0436*** -0.1356***

(-6.00) (-5.43) (-52.02) (-33.94) (0.02) (4.44) (-19.28)

R&D -0.0004 -0.0011 0.0003** 0.0000 -0.0015*** -0.0007*** -0.0001

(-0.40) (-1.52) (2.47) (0.04) (-5.46) (-2.95) (-0.25)

FA -0.1909*** -0.1646*** -0.0853*** -0.0489*** -0.1048*** -0.0674*** -0.0381***

(-3.20) (-4.45) (-12.71) (-7.04) (-6.98) (-5.04) (-4.92)

SOE -0.0286 -0.0228 -0.0041 0.0006 0.0194*** 0.0044 -0.0082***

(-1.04) (-1.34) (-1.32) (0.21) (2.80) (0.74) (-3.42)
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Alternative variable PSM-DID TSLS-First stage TSLS-Second 
stage

ROE WW CFP CFP DT DT CFP

Indep -0.0077 -0.0000 -0.0003 -0.0001 0.0001 -0.0020 -0.0006

(-0.60) (-0.01) (-0.19) (-0.05) (0.02) (-0.71) (-0.35)

Top1 0.0006 0.0003 0.0003*** 0.0003*** 0.0005*** 0.0003* 0.0003***

(0.80) (0.67) (3.25) (4.16) (2.76) (1.69) (4.04)

TobinQ 0.0092*** -0.0003 0.0022*** 0.0029*** -0.0015** -0.0008 0.0048***

(3.16) (-0.18) (6.60) (7.69) (-2.10) (-1.26) (3.24)

COVID-19 0.0054 0.1213 0.0066 0.0021 0.0421 0.0212 -0.0041*

(0.04) (1.31) (0.39) (0.13) (1.12) (0.66) (-2.00)

Constant -0.6354** 2.0176*** -0.0201 -0.1250*** 0.2574*** 0.2139*** -0.2022***

(-2.39) (12.22) (-0.67) (-3.91) (2.81) (3.24) (-9.17)

Year FE Yes Yes Yes Yes Yes Yes Yes

Firm FE Yes Yes Yes Yes Yes Yes Yes

Observations 12.833 12.833 12.833 9.898 10.439 10.439 10.439

R-squared 0.013 0.196 0.273 0.215 0.027 0.054 0.2305

Kleibergen-
Paap rk LM 
statistic

105.696 
[0.0000]

Kleibergen-
Paap rk Wald F 
statistic

68.994

Cragg-Donald 
Wald F statistic 408.492

Hansen J test 0.049 [0.8254]

Note: The T statistic is in parentheses; *, **, and *** represent significance levels of 10%, 5%, and 1%, respectively; the P 
value is in brackets.

Dynamic Analysis
Building upon our baseline findings which consistently in-
dicated a negative contemporaneous association between 
digital transformation and firm performance, we further 
investigate the temporal dynamics of this relationship. 
Recognizing that the impacts of strategic investments like 
DT often unfold over time and may involve initial costs 
followed by eventual benefits, we employ a distributed lag 
model (DLM). This allows us to disentangle the immedi-
ate versus lagged effects of DT on ROA, while controlling 
for performance persistence (ROAt-1). The model takes the 
form:

( )
i,t 0 1 i,t 2 i,t 1 3 i,t 1

4 i,t i,t

CFP DT DT ROA

Controls Year Firm      9,

α α α α

α
− −= + + + +

+ + ∑ +∑ +ν

In Table 7, the DLM estimation yields nuanced insights 
that refine our initial baseline interpretation. First, the co-
efficient on lagged ROA is significantly positive at the 1% 
level, confirming the expected performance persistence. 
Second, consistent with our baseline static models, the 
coefficient on contemporaneous DT remains significant-
ly negative. This reinforces the finding that, in the short 
term, engaging in DT is associated with lower ROA, likely 
reflecting the significant upfront investments, implemen-
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tation challenges, and potential operational disruptions 
inherent in these initiatives. Crucially, however, the dy-
namic analysis reveals a contrasting picture over a slight-
ly longer horizon. The coefficient on the first lag of DT is 
significantly positive. This suggests that the performance 
benefits derived from digital transformation—such as en-
hanced efficiency, improved innovation, or better market 
positioning—begin to materialize and outweigh the initial 
costs in the period following the primary investment and 
implementation phase.

Taken together, the DLM results reconcile the negative 
finding from the static baseline model with the strategic 
imperative often ascribed to digitalization. The negative 
contemporaneous effect primarily captures the initial in-
vestment phase and adjustment costs, while the positive 
lagged effect signals the eventual realization of benefits. 
This pattern strongly suggests a J-curve dynamic, where 
performance initially dips due to DT implementation be-
fore subsequently improving as the transformation ma-
tures and yields returns.

Table 7. Dynamic Analysis

Model (9)

CFP CFP CFP CFP

DT -0.0288*** -0.0179*** -0.0188*** -0.0128**

(-4.93) (-2.91) (-3.38) (-2.22)

ROAt-1 0.5505*** 0.1967*** 0.3638*** 0.0968***

(73.39) (20.78) (43.10) (10.34)

DTt-1 0.0123** 0.0166*** 0.0143** 0.0142**

(2.10) (2.72) (2.57) (2.47)

Size 0.0094*** 0.0206***

(19.30) (14.42)

Age -0.0005*** -0.0037**

(-6.17) (-2.24)

Growthrate 0.0011*** 0.0010***

(6.58) (6.58)

Lev -0.0931*** -0.1756***

(-29.19) (-32.86)

R&D -0.0000 0.0002

(-0.15) (1.56)

FA -0.0285*** -0.0598***

(-7.15) (-8.45)

SOE -0.0023* -0.0015

(-1.77) (-0.47)

Indep 0.0002 -0.0009

(0.20) (-0.60)

Top1 0.0002*** 0.0004***

(5.56) (4.26)

TobinQ 0.0026*** 0.0025***

(9.90) (7.64)
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Model (9)

CFP CFP CFP CFP

COVID-19 -0.0067** 0.0025

(-2.37) (0.18)

Constant 0.0168*** 0.0307*** -0.1696*** -0.3089***

(26.83) (17.07) (-8.65) (-9.26)

Year FE No Yes Yes Yes

Industry  FE No No Yes No

City FE No No Yes No

Firm FE No Yes No Yes

Observations 11,131 11,131 11,131 11,131

R-squared 0.332 0.058 0.436 0.171

Note: The T statistic is in parentheses; *, **, and *** represent significance levels of 10%, 5%, and 1%, respectively.

Heterogeneity analysis

Heterogeneity in shareholdings
According to the resource-based view (RBV), state-owned 
enterprises (SOEs) benefit from unique resource endow-
ments that enable them to secure government funding and 
policy advantages [117; 118]. This support allows SOEs to 
more effectively manage the high costs and inherent risks 
of digital transformation. These enterprises can not only 
leverage government-provided resources and policies to 
alleviate financial pressures during the initial stages of 
digital transformation but also fulfil public policy objec-
tives [119] and social responsibilities, thereby enhancing 
the drive for long-term sustainable development through 
digital transformation [120]. This approach strengthens 
relationships with stakeholders, allowing SOEs to gain 
more social capital and market trust and mitigating the 
short-term negative impacts of transformation on finan-
cial performance. In contrast, private enterprises often 
face greater challenges in the process of digital transfor-
mation, especially in the context of “ownership discrim-
ination” in China, where they struggle to obtain credit 
support comparable to that of SOEs [113]. Financing con-
straints impose greater financial pressure on private en-
terprises, making it difficult for them to advance digital 
agendas smoothly, which may lead to a deterioration in 
financial performance. We conduct heterogeneity analy-
sis to verify the differences between firms with different 
equity natures. We set SOE = 1 if the enterprise is an SOE, 
and SOE=0 otherwise. The results in Table 8 show that the 
effect of digital transformation on financial performance 

is significantly negative (-0.0317) at the 1% level in private 
enterprises and that the effect is not significant in SOEs. 
This confirms our view above.

Heterogeneity of the competitive market 
environment
The intensity of market competition may directly influence 
firms’ resource allocation and strategic choices regarding 
digital transformation, leading to potential variations in 
the latter’s impact on financial performance across differ-
ent competitive environments. In this study, the Herfin-
dahl-Hirschman Index (HHI) is used as a proxy variable 
for the degree of market competition, and heterogeneity 
is analysed based on the median split of HHI. HHI = 0 if 
HHI is greater than the median, and HHI = 1 otherwise. 
Typically, industries with lower HHI values experience 
more intense competition. The results in Table 8 indicate 
that in highly competitive environments (HHI = 1), the 
coefficient for digital transformation is negative at the 1% 
significance level (-0.0293), whereas in less competitive 
environments (HHI = 0), the relationship is not statisti-
cally significant. 
Overall, intense market competition challenges firms’ 
profitability [121]. It also necessitates substantial resource 
allocation across multiple domains, including product 
development, marketing, and digital infrastructure. On 
account of limited resources, firms may struggle to bal-
ance these investments, constraining the depth and effi-
ciency of their transformation efforts [122]. This directly 
impacts internal management decisions and resource al-
location efficiency, hindering the ability to rapidly achieve 
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profitability through digital transformation and negatively 
affecting financial performance. Conversely, in less com-
petitive markets, firms face reduced external pressures and 
are less disrupted by competitors with regard to resources 
and financing channels [123]. This allows for more delib-
erate planning and implementation of digital transfor-
mation. Such firms have sufficient time and resources to 
integrate digital technologies with existing business mod-
els, enhancing operational efficiency without significantly 
increasing costs. Therefore, in less competitive markets, 
digital transformation is unlikely to negatively impact 
financial performance and may even contribute to long-
term financial gain, though this result is not statistically 
significant.

Heterogeneity of firm age
We further categorized enterprises by the number of 
years since IPO, using the sample median. Enterprises 
with an IPO age greater than 13 years were assigned 
Age = 1, while those with an IPO age of 13 years or less 
were assigned Age = 0. The results in Table 8 indicate 
that digital transformation has a significantly negative 
impact on financial performance for long-listed enter-
prises, while the impact is not significant for younger 
enterprises.

Long-listed enterprises typically possess substantial indus-
try experience and resource accumulation, but they also 
face significant challenges related to organizational inertia 
and structural change [12]. During the digital transforma-
tion process, these well-established firms often need to in-
vest heavily in system upgrades and process reengineering, 
which not only incurs financial costs but may also disrupt 
existing business models and competitive advantages [59]. 
According to the resource-based view (RBV), this process 
of reconfiguring resource allocation can lead to a short-
term decline in financial performance, posing a threat to 
the survival of large, well-established firms that were suc-
cessful during the pre-digital economy era [60], especially 
if they fail to effectively manage organizational changes 
during the transformation. In contrast, younger enterpris-
es are typically more flexible and adaptable, allowing them 
to swiftly adjust their business models and integrate new 
technologies with existing resources during digital trans-
formation. Although younger firms also face the challenge 
of resource consumption during the transformation, their 
lower organizational inertia and higher innovation capac-
ity result in a smaller negative impact on financial perfor-
mance, and they may even benefit from the transforma-
tion. The results of this heterogeneity test further validate 
the findings in our benchmark regression.

Table 8. Heterogeneity test of shareholdings, competitive market environment, and firm age

SOE = 0 SOE = 1 HHI = 0 HHI = 1 Age = 0 Age = 1

CFP CFP CFP CFP CFP CFP

DT -0.0317*** -0.0044 0.0026 -0.0293*** 0.0096 -0.0258***

(-4.70) (-0.85) (0.40) (-4.88) (1.39) (-4.31)

Size 0.0060*** 0.0157*** 0.0059*** 0.0104*** 0.0247*** 0.0096***

(2.90) (9.46) (3.03) (5.22) (9.95) (5.32)

Age -0.0050* -0.0024 -0.0010 -0.0057** -0.0064*** -0.0031

(-1.94) (-1.02) (-0.38) (-2.33) (-3.10) (-1.10)

Growthrate 0.0477*** 0.0245*** 0.0389*** 0.0348*** 0.0482*** 0.0287***

(23.33) (15.50) (21.20) (18.17) (24.32) (15.92)

Lev -0.0916*** -0.1784*** -0.0911*** -0.1550*** -0.1812*** -0.0893***

(-42.05) (-27.85) (-43.04) (-20.46) (-23.08) (-39.77)

R&D 0.0003 0.0005*** 0.0003 0.0003* 0.0002 0.0003*

(1.44) (3.29) (1.37) (1.83) (0.71) (1.69)

FA -0.1080*** -0.0509*** -0.0654*** -0.0892*** -0.0990*** -0.0777***

(-9.54) (-6.21) (-7.09) (-8.47) (-9.76) (-7.65)

SOE 0.0026 -0.0058 -0.0003 -0.0004

(0.53) (-1.34) (-0.06) (-0.09)

Indep 0.0039 -0.0024 -0.0020 0.0014 -0.0011 0.0003

(1.34) (-1.50) (-1.02) (0.61) (-0.47) (0.12)
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SOE = 0 SOE = 1 HHI = 0 HHI = 1 Age = 0 Age = 1

CFP CFP CFP CFP CFP CFP

Top1 0.0000 0.0003*** 0.0005*** -0.0000 0.0001 0.0003*

(0.30) (3.26) (3.89) (-0.08) (1.09) (1.94)

TobinQ 0.0026*** 0.0006 0.0025*** -0.0011** 0.0030*** 0.0014***

(5.87) (1.22) (5.85) (-1.98) (5.57) (2.73)

COVID-19 0.0046 -0.0085 -0.0144 0.0182 0.0087 0.0015

(0.19) (-0.37) (-0.59) (0.78) (0.43) (0.06)

Constant -0.0050 -0.1955*** -0.0423 -0.0397 -0.3997*** -0.0766

(-0.11) (-4.40) (-0.90) (-0.86) (-7.24) (-1.32)

Year FE Yes Yes Yes Yes Yes Yes

Firm FE Yes Yes Yes Yes Yes Yes

Observations 6,247 6,586 6,500 6,333 5,757 6,383

R-squared 0.367 0.172 0.345 0.163 0.282 0.307

Note: The T statistic is in parentheses; *, **, and *** represent significance levels of 10%, 5%, and 1%, respectively.

Heterogeneity in environmental, social, 
and governance performance

Given the distinct characteristics of the three ESG dimen-
sions, this study groups firms by their average environmen-
tal, social, and governance scores to investigate the effect of 
these differences on the relationship between digital trans-
formation and financial performance. The findings in Ta-
ble 9 show that variations in environmental performance 
have little effect on this relationship: digital transformation 
negatively impacts financial performance regardless of en-
vironmental performance. However, differences in social 
responsibility and governance performance significantly 
influence this relationship. When social responsibility and 
governance are weak, digital transformation notably harms 
financial performance, but when they are strong, this nega-
tive impact becomes insignificant.

Further analysis reveals that strong social responsibility and 
governance performance send positive signals to the market, 
boosting investor confidence and support [65], attracting 
government policy support and financial subsidies [84], and 
increasing opportunities for credit financing within the sup-
ply chain [83]. These factors alleviate the financial pressures 
associated with the significant investments required for dig-
ital transformation [78], thereby improving financial perfor-
mance. Additionally, high levels of social responsibility and 
internal governance can attract top-tier human resources 
[70], providing sustained momentum for digital transforma-
tion, increasing its efficiency, and mitigating the negative im-
pacts of initial cost increases and profitability declines. This 
helps buffer the risk of deteriorating financial performance. 
These findings offer a deeper analysis of the moderating role 
of ESG performance and further clarify how each dimension 
individually influences this relationship.

Table 9. Heterogeneity test of environmental, social, and governance performance

E_high E_low S_high S_low G_high G_low

CFP CFP CFP CFP CFP CFP
DT -0.0226*** -0.0157*** 0.0014 -0.0332*** -0.0057 -0.0221***

(-3.28) (-2.59) (0.26) (-4.53) (-1.16) (-2.91)
Size 0.0144*** 0.0088*** 0.0209*** 0.0027 0.0106*** 0.0051**

(7.08) (4.63) (11.45) (1.27) (6.60) (2.17)
Age -0.0043** -0.0030 -0.0041** -0.0029 -0.0046** -0.0033

(-2.08) (-1.02) (-2.16) (-0.79) (-2.47) (-0.98)
Growthrate 0.0399*** 0.0325*** 0.0357*** 0.0352*** 0.0388*** 0.0315***

(21.30) (17.45) (20.75) (17.04) (25.34) (13.82)
Lev -0.1987*** -0.0861*** -0.1881*** -0.0841*** -0.1493*** -0.0874***

(-26.55) (-40.92) (-26.50) (-37.95) (-25.07) (-34.20)



Journal of Corporate Finance Research / New Research Vol. 19 | № 1 | 2025

Higher School of  Economics90

E_high E_low S_high S_low G_high G_low

CFP CFP CFP CFP CFP CFP
R&D -0.0001 0.0004* -0.0000 0.0007*** -0.0000 0.0008***

(-0.54) (1.91) (-0.17) (2.93) (-0.25) (3.07)
FA -0.0851*** -0.0710*** -0.0728*** -0.0789*** -0.0697*** -0.0925***

(-8.68) (-6.76) (-7.07) (-7.61) (-9.53) (-6.92)
SOE -0.0043 -0.0075 -0.0004 -0.0066 -0.0037 -0.0064

(-0.95) (-1.59) (-0.10) (-1.26) (-1.01) (-1.16)
Indep 0.0002 -0.0016 -0.0005 -0.0014 0.0002 -0.0021

(0.10) (-0.70) (-0.28) (-0.52) (0.11) (-0.65)
Top1 0.0003** 0.0003** 0.0004*** 0.0003** 0.0004*** 0.0002

(2.52) (2.41) (3.29) (2.01) (4.59) (1.42)
TobinQ 0.0046*** 0.0009** 0.0069*** -0.0001 0.0050*** 0.0006

(6.10) (2.22) (11.17) (-0.17) (10.96) (1.12)
COVID-19 0.0142 -0.0079 0.0045 -0.0031 0.0195 -0.0012

(0.70) (-0.28) (0.25) (-0.09) (1.10) (-0.04)
Constant -0.1467*** -0.0703 -0.3099*** 0.0660 -0.0963*** 0.0190

(-3.10) (-1.53) (-7.52) (1.17) (-2.64) (0.33)
Year FE Yes Yes Yes Yes Yes Yes
FirmFE Yes Yes Yes Yes Yes Yes
Observations 6,059 6,774 7,014 5,819 7,602 5,231
R-squared 0.234 0.322 0.212 0.340 0.224 0.317

Note: The T statistic is in parentheses; *, **, and *** represent significance levels of 10%, 5%, and 1%, respectively.

Conclusion and discussion
Our results show that digital transformation as a means of 
innovation policy has a complex dynamic effect on the fi-
nancial performance of mature, large-cap Chinese firms. 
Specifically, we observe an initial detrimental impact, con-
trasting with some prior studies [2; 47; 48].This research 
focuses on Chinese enterprises characterized by organiza-
tional inertia, extensive infrastructure, and heavy reliance 
on traditional business models. Moreover, unlike previous 
scholars who measure digital transformation using words 
frequency [86] or a dummy variable [48], we adopt digi-
tal assets as an indicator of the digital transformation lev-
el. Digital assets serve as a better explanatory variable for 
studying the effect of digital transformation on return on 
assets, providing a more accurate reflection of a firm’s in-
volvement in digital innovation. Our findings offer a new 
perspective by highlighting that, for mature enterprises, 
digital transformation is still largely at the digital equip-
ment and technology application stage, which requires 
substantial initial investments. This upfront investment 
explains the initial negative impact on ROA. However, 
consistent with a J-curve dynamic often seen in large-scale 
investments, the benefits of digital transformation are not 
immediate but manifest later,, leading to disproportionate 
increases in operational costs relative to revenue and, con-
sequently, a short-term decline in return on assets. Addi-
tionally, this study examines the considerable failure rate 

of digital transformation and the resulting operational un-
certainties, particularly with regard to traditional business 
model changes and the impact on the core business. These 
circumstances support the digitalization paradox theory 
[8], which links digital investments to challenges in rev-
enue growth. Our study goes further by providing a more 
comprehensive analysis of how these digital investments 
lead to imbalanced costs and returns over time, negatively 
impacting overall financial performanceinitially, and iden-
tifying the mediating role of financing constraints in this 
process.
In light of these findings highlighting the dynamic, J-curve-
like nature of returns, it is essential for firms to recognize 
the potential for temporary financial setbacks during the 
initial phases of digital technology adoption. These chal-
lenges largely stem from increased capital expenditures, 
heightened operational costs, and the complexities of inte-
grating digital technologies into existing business process-
es before the longer-term benefits materialize. To mitigate 
these risks, companies must adopt a strategic approach that 
carefully aligns digital transformation initiatives with their 
core business objectives. A targeted, phased implementa-
tion strategy, where key business functions are prioritized 
for digital integration, can help minimize operational dis-
ruptions and optimize resource allocation. Furthermore, 
firms must enhance their risk assessment and management 
frameworks to better navigate the uncertainties inherent in 
digital transformation. By refining their digital strategies 
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and improving risk management practices, firms can bet-
ter balance the initial costs inherent in this dynamic effect 
with the long-term benefits of digital transformation.
Furthermore, this research highlights the crucial synergy 
between digital innovation and ESG management inno-
vation in improving the financial performance of large, 
mature firms from a sustainable development perspective. 
It underscores the importance for companies to integrate 
sustainability principles into their digital transformation 
initiatives. The findings show that ESG effectively alleviates 
the adverse effects of digital transformation (particularly 
the initial downturn) by reducing financing constraints. 
Strong ESG performance enhances stakeholder tolerance 
for financial performance declines during digital trans-
formation and raises expectations for its eventual success. 
Strong ESG practices also help to address challenges in 
human capital, facilitate the smoother integration of dig-
ital technologies, improve risk management, and reduce 
uncertainties associated with the transformation’s dynam-
ic payoff structure. From a signalling theory perspective, 
ESG sends positive signals to capital markets about a firm’s 
long-term sustainable development goals, countering po-
tential negative signals of digital transformation failures 
and slow returns and easing financing constraints. More-
over, ESG strengthens trust with suppliers, customers, and 
regulators, expanding financing channels. It further sup-
ports Yin’s [124] argument that integrating digital technol-
ogies with green activities is a crucial factor in boosting 
digital competitiveness.
Our research findings provide new strategic ideas for firms 
on advancing digital transformation agendas and offset-
ting the dynamic short-term financial pressures brought 
by digital transformation through an improvement of ESG 
performance, ultimately promoting long-term sustain-
able development. At the same time, enhanced ESG per-
formance is a focus for companies aiming to bolster their 
market reputation and financing capacity.
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Introduction
There are several reasons for which corporate governance 
attracts increasing attention of the global community, and 
they range from international economic integration to so-
cial and ethical problems. Due to capital markets’ global-
ization companies are forced to adjust to corporate gover-
nance regulatory standards and expectations of the global 
investor community related to the ESG agenda, and this 
has a direct impact on stock returns [1].
Agency theory holds that there is a conflict of interests 
between shareholders and managers of the company [2]. 
Managers are not interested in paying dividends because 
they have an opportunity to apply funds towards per-
sonal privileges or prefer to reinvest profits in the proj-
ects which strengthen their control and influence on the 
company, even if shareholders will not gain high profits 
from such projects. Sound corporate governance is im-
portant in defusing the agency conflict and protecting 
shareholder interests. Dividend payments function as a 
mechanism of agency costs reduction by means of lim-
iting the cash flow which managers may use at their sole 
discretion [2; 3].
There are two theoretical models which explain the re-
lationship between corporate governance and dividend 
payments: the outcome model and the substitution mod-
el. They implicate existence of a positive and negative rela-
tionship, respectively [4]. Companies with well-developed 
corporate governance are disposed to higher dividends [4]. 
This is in line with the outcome model which states that 
well-developed corporate governance allows shareholders 
to exercise their rights in order to force management to 
pay dividends, thus, precluding managers from taking ad-
vantage of corporate funds. On the contrary, in companies 
with weaker corporate governance dividends may function 
as a substitute mechanism compensating for shortcomings 
in the corporate governance system. This is consistent with 
the provisions of the substitution model.
The authors of empirical studies obtain mixed results: 
some studies discover substantiation for the provisions 
of the outcome model [4–8], others – of the substitution 
model [9–11]. Consequently, there becomes relevant the 
research aimed to determine which model describing 
the relationship between corporate governance charac-
teristics and dividend payments prevails in the Russian 
market.
Previous studies of the Russian market which address 
the relationship between corporate governance and 
dividend payments were mainly focused on analyzing 
joint-stock companies for earlier periods. So, the papers 
by Ambardnishvili et al. [12], Nazarova and Emelyanova 
[13] covered the period of 2009–2012 and 2015–2017, 
respectively, while Larin et al. [14] studied dividend pay-
ments of public companies for 2016. The paper by Belous 
[15] studies dividend policy of Russian companies un-
der the sanctions imposed by the US and EU against the 
companies’ board of directors and CEO.  In the research 
by Ershova et al. the ownership structure expressed in 

terms of the share which belongs to the government and 
private business is considered a factor of corporate gov-
ernance [16]. The authors reveal that influence of the 
ownership structure on Russian companies’ dividend 
policy manifests itself only during external economic 
shocks [16].
There are two aspects of the novelty of the present research. 
First, we study public companies listed on the Moscow 
Exchange whereas the majority of previous studies were 
focused on joint-stock companies which did not go on 
to IPO [12; 13]. The difference of listed public companies 
from other joint-stock companies consists in more strin-
gent requirements to information disclosure, composition 
of the board of directors and corporate governance struc-
ture. Public companies have to comply with regulatory 
standards of corporate governance, ensure transparency of 
financial statements and take into consideration interests 
of a wide range of minority shareholders. Unlike public 
companies non-listed joint-stock companies may have a 
limited number of owners and lower transparency. Second, 
we analyze a wider set of the board of directors’ charac-
teristics than previous studies of Russian companies. Due 
to adding supplementary characteristics of the board of 
directors we may gain a more comprehensive view of its 
composition and functioning.
Corporate governance is a system of mechanisms used by 
stakeholders to control the corporation management en-
suring protection of their interests [17]. Amidst ownership 
separation and control there arises a need for the tools to 
supervise the management. The board of directors plays 
the key role in this process acting as the main mechanism 
for monitoring and control of managers’ actions in the 
shareholders’ interests [17]. As long as shareholders do not 
dispose of sufficient resources and incentives to control in-
dependently the management this function is delegated to 
the board of directors. The board of directors (BD) is the 
key mechanism of corporate governance which balances 
interests of managers and shareholders as well as transpar-
ency and accountability of the company to the investors 
and regulatory authorities [17–19]. Acting as a supervi-
sory body the board of directors plays an essential role in 
shaping dividend policy including defining the share of net 
profit to be distributed among the shareholders and has 
the right to recommend the amount of dividend payout to 
the general meeting of shareholders. Dividend policy is the 
key instrument of corporate governance, it influences the 
company’s investment attractiveness and ensures a balance 
between shareholders’ and managers’ interests [20].  The 
present research considers the relationship between the 
principal characteristics of the board of directors (women 
representation on the BD, number of the BD meetings, in-
dependence of the BD, share of directors with foreign ex-
perience on the BD, permanence of the BD composition, 
share of concurrent independent directors, CEO duality) 
and dividend payments in 31 Russian companies for 2010–
2022. As a result of constructing regression models with 
fixed effects it was revealed that most of the studied corpo-
rate governance characteristics were positively associated 
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with an increase in dividend payments in Russian compa-
nies. This result may support partially the outcome model. 
We are also the first to study the relationship between per-
manence of the BD composition and dividend payments of 
Russian companies and we find out that a more stable BD 
composition is related positively to the amount of compa-
ny’s dividend payments.
The paper consists of three sections. In the first one we con-
duct a survey of the studies which interconnect corporate 
governance characteristics with dividend payments. On 
the basis of the review the research hypotheses are generat-
ed. The second section describes the data and methodolo-
gy of the research. The third section presents the modeling 
results and discussion.

Literature Review
Literature identifies two models of the relationship be-
tween corporate governance and dividend payments – the 
outcome model and substitution model [4] which imply 
existence of a positive and negative relationship, respec-
tively.
According to the outcome model dividend payments are 
a result of strong protection of shareholders’ interests 
[4]. Corporate governance is a set of mechanisms aimed 
at ensuring for the investors a certain return on capital 
employed [21; 22]. Corporate governance is aimed at se-
curing the shareholder rights as well as control over deci-
sion-making processes and actions of managerial staff [7]. 
In case of highly protected rights minority shareholders 
exercise their powers to force companies to pay dividends, 
thus, precluding managers and controlling shareholders 
from use of corporate cash flows to their own advantage [4; 
23; 24]. Shareholders may vote for directors who support 
certain dividend policy; provide a stricter control over the 
corporation making it less attractive for managers to re-
tain excess cash flows; file lawsuits against the companies 
spending excessive amounts on the operations beneficial 
only for the managers [4]. Dividend payments protect in-
vestors from expropriation by management and principal 
shareholders: the stronger corporate governance the bet-
ter the rights of minority shareholders are secured and the 
greater the amount of dividends paid by the company.
As per the substitution model dividend payments act as a 
substitute mechanism of legal protection and a compensa-
tion for shortcomings in the corporate governance system. 
Companies with weak corporate governance pay dividends 
to develop a positive reputation with shareholders in or-
der to raise capital on beneficial terms in the future [4]. In 
the countries with poor legal protection of minority share-
holders it is of particular importance because dividends 
are the key mechanism for mitigation of the risk of share-
holders’ resource expropriation by managers [4]. Dividend 
payments defuse the conflict of interests between manag-
ers and shareholders compensating for drawbacks of cor-
porate governance [11; 25]. Unlike the outcome model the 
substitution model implies a negative relationship between 
the corporate governance quality and dividend payments.

Thus, there are two concepts: the outcome model im-
plicating a positive relationship between the corporate 
governance quality and dividend payments and the sub-
stitution model implying a negative relationship with 
dividend payments. The research issue of the present 
paper is: which model prevails in the Russian market – 
is there a relationship between high dividend payments 
and highly developed corporate governance or do they 
serve as a mechanism for compensation of its draw-
backs?
Previous studies performed in the Russian market mainly 
supported implications of the outcome model [12–14; 26]. 
Therefore, hypotheses of the present research are put for-
ward premised on the results of the outcome model.
The board of directors is an important part of corporate 
governance and plays a critical role in shaping the corpo-
rate strategy and decision-making in a company. The up-
per echelons theory postulates that personal characteristics 
and experience of top managers and directors produce a 
significant impact on strategic decisions and, consequently, 
on the company performance [27]. Proceeding from this, 
the assumption is made that the efficiency of control over 
management depends on the composition of the board and 
characteristics of its members [28].
The principal BD characteristics which determine the cor-
porate governance quality are: the frequency of BD meet-
ings [5; 29], independence of BD members [30], women 
representation on the BD [31; 32], share of directors with 
foreign experience on the BD [33], permanence of the BD 
composition [8], concurrent independent directors [8] and 
CEO duality [34]. 

Regularity of the Board of Directors’ 
Meetings
Regular meetings help the BD to control the company op-
erations and take informed decisions [35–37]. More fre-
quent BD meetings tighten monitoring of managers’ activi-
ty and boost shareholders’ confidence in protection of their 
interests. This results in lower agency costs [38]. Regular 
meetings may enhance the board of directors’ efficiency, 
besides, the frequency of meetings is an indicator that di-
rectors fulfill their duties [39].
Most previous studies are focused on examining the re-
lationship between regularity of meetings and corporate 
financial performance [38; 40-45]. In spite of empirical 
confirmation of significance of the board meetings’ regu-
larity for corporate governance, compliance with regula-
tory requirements and improvement of corporate financial 
performance [46; 47] empirical data concerning the rela-
tionship between the frequency of meetings and dividend 
payments are still contradictory. Some studies, for exam-
ple, the ones examining emerging markets of Eastern Asia 
[5] and Saudi Arabia [29] detect a positive relationship 
between the number of the board meetings and dividend 
payments (the outcome model). In the markets of the UK 
[37], Sri Lanka [48] and Malaysia [9] a negative relation-
ship was found (the substitution model).
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Thus, we presume that more frequent meetings of the 
board of directors drive improvement of the corporate 
governance quality because they provide an opportunity to 
respond timely to changes in the company improving con-
trol over management activities and reducing information 
asymmetry. This makes decision-making more transparent 
and efficient.
Hypothesis 1. The frequency of meetings of the board of 
directors has a positive relationship with dividend pay-
ments of Russian companies.

Independence of the Board of Directors
Independence of the BD is measured as the share of in-
dependent directors in the total number of BD members 
[49]. In Russia a director is considered to be independent 
if he has no relations with company’s contractors, compet-
itors or the government. The Bank of Russia recommends 
companies to have the boards of directors represented by 
independent directors at least by one third and also en-
courages to assess independence of the board of directors’ 
members on a regular basis.
Inability to serve the shareholders’ and company inter-
ests may undermine the directors’ reputation. Therefore, 
independent directors have a stake in controlling the ac-
tions of managers in order to keep up their public reputa-
tion [50]. This also helps them to avoid potential lawsuits 
and retain their position on the board of directors [51; 
52]. Greater board independence improves internal con-
trol and makes management more disciplined. As a result, 
protection of shareholder interests improves and agency 
costs decrease [8].
A lot of studies confirm the outcome model: independ-
ence of the board is positively associated with dividend 
payments both in the emerging market of Australia [53] 
and Sri Lanka [48] as well as in the US market [8; 54]. 
Nevertheless, some studies detect a negative relationship, 
and this is in line with the conclusions of the substitution 
model: if independent directors have proper authority to 
control managers’ activity it is not so necessary to pay divi-
dends as a means of protecting shareholders from miscon-
duct of the management [5; 29; 37; 55–58].
On the basis of a sample of Russian companies for 2015–
2017 provisions of the outcome model were confirmed: 
the share of independent directors on the board has a pos-
itive relationship with the payout ratio in partially govern-
ment-owned companies [13]. When independent directors 
are disinterested they have an opportunity to protect the 
shareholders’ interests more often while making their de-
cisions.
Thus, we presume that a larger share of independent di-
rectors on the board improves the corporate governance 
quality in the company because independent directors en-
sure objective control of the management, thus, reducing 
agency costs and protecting the shareholders’ interests.
Hypothesis 2. The share of independent directors on the 
board has a positive relationship with dividend payments 
of Russian companies.

Women Representation on the Board of 
Directors
Literature provides no consensus of opinion concerning 
the influence of women representation on the corporate 
governance quality [59]. On the one hand, a larger share 
of women on the board drives implementation of various 
ideas, prospects and experience in the decision-making 
process [37], as a result, this process may be improved and 
agency costs – reduced [60; 61]. Female directors are more 
likely to abide by law, they are more susceptible to ethical 
issues and are less risk-prone [62], and this provides better 
control over managers’ activities [63]. Female directors pay 
more attention to corporate reputation and shareholder 
interests [62]. Studies suggest that companies with a large 
share of women on the board of directors pay larger divi-
dends and this is in line with the conclusions of the out-
come model [31; 48; 64-68]. On the basis of a sample of 
Russian companies for 2015–2017 we also confirmed the 
outcome model: the probability of dividend payments in 
Russian companies is higher if there are women on the 
board of directors [13]. However, conclusions of the sub-
stitution model are also empirically confirmed: the share of 
women on the board of directors turns out to be negatively 
associated with dividend payments of companies in India, 
China, Russia [32] and Indonesia [69].
On the other hand, some studies suggest that women’s 
membership in the board of directors does not preclude 
accounting abuses or reduce agency costs [70; 71]. Prob-
ably, this is due to the fact that a large share of women on 
the board may complicate decision-making because they 
have different approaches and management style, and this 
potentially impedes coordination among the board mem-
bers [72]. Besides, when women are appointed directors of 
the board as a mere formality for the sake of regulatory 
compliance rather than based on their competence level 
women’s influence on corporate governance may be lim-
ited [72].
In spite of differing perspectives in literature we proceed 
from the assumption that an increase in the number of 
women on the board of directors results in improvement of 
the corporate governance quality driving implementation 
of various ideas and experience in the decision-making 
process, enhancing compliance with ethical standards and 
respect of the shareholders’ interests as well as tightening 
control over managers’ activity.
Hypothesis 3. Women representation on the board of di-
rectors has a positive relationship with dividend payments 
of Russian companies. 

Directors with Foreign Experience 
Directors with foreign experience on the board of direc-
tors facilitate implementation of corporate governance best 
practices, especially in the countries with weak protection 
of investors’ rights [33; 73]. An increase in the share of di-
rectors with foreign experience speeds up renewal of the 
BD management practices [73]. An increment in the share 
of directors with foreign experience on the BD strengthens 
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corporate governance by improving the monitoring of man-
agement’s activity by the BD [74] and supports protection of 
shareholders’ rights and interests [33]. The majority of stud-
ies reveal a positive relationship between the share of direc-
tors with foreign experience in the total number of the board 
members and dividend payments [33; 75-79]. Besides, based 
on the sample of Russian companies for 2015-2017 no signif-
icant relationship between the payout ratio and the share of 
directors with foreign experience was detected [13].
Thus, we assume that a large share of directors with for-
eign experience drives improvement of the corporate 
governance quality, implementation of best practices and 
strengthening of protection of shareholder interests. 
Hypothesis 4. The share of directors with foreign experi-
ence on the board has a positive relationship with dividend 
payments of Russian companies.

Permanence of the Board Composition
It is pointed out that in case of resignation of directors 
with long tenures on the board a company loses their ac-
cumulated experience and knowledge which are impor-
tant for monitoring of the managerial activity [80]. Direc-
tor’s tenure is an important factor which determines the 
quality of his work performance because it allows him to 
accumulate more experience and knowledge [81]. When 
the composition of the board of directors changes the 
monitoring of managerial activity may weaken for some 
time. Directors with short tenures and limited experience 
perform monitoring and consulting less effectively be-
cause they lack knowledge about the company business 
and history [68]. Companies with serious board mem-
bers’ turnover are more likely to face misconduct and 
incur higher agency costs [82]. A more stable board of 
directors controls the CEO’s and the entire management’s 
activity better [82]. Thus, stability of the board compo-
sition characterized by its relative unchangeability over 
time ensures better control over managerial activity and 
reduces agency costs [8]. In this paper permanence of the 
board of directors is understood as the share of directors 
who remained on the board in comparison to the previ-
ous year.
Thus, we presume that permanence of the board of direc-
tors facilitates better control over managerial activity and 
reduces agency costs ensuring experience and knowledge 
accumulation necessary for efficient monitoring.
Hypothesis 5. Permanence of the board of directors has 
a positive relationship with dividend payments of Russian 
companies.

Concurrent Independent Directors
There is no consensus of opinion in literature concerning 
the influence of independent directors’ busyness on the 
corporate governance quality. On the one hand, the more 

boards a director participates in the stronger his reputation 
is because this testifies to recognition of his expertise and 
competence in the external market [83]. Directors who 
hold several positions have a better idea of various man-
agerial strategies and business models and, consequently, 
have an opportunity to control the management and take 
decisions better [84]. The results of empirical studies show 
that concurrent independent directors may improve the 
quality of corporate governance and financial performance 
of the company [85; 86].
On the other hand, it may be difficult for a concurrent 
independent director to distribute his time and attention 
between different responsibilities [87]. Highly occupied 
directors reduce their efforts for monitoring of managerial 
activity in each company [88; 89], consequently, manag-
ers’ misconduct becomes likelier and agency costs grow 
[90]. Weak corporate governance is characteristic of the 
companies with the majority of external directors who are 
simultaneously BD members in two or more companies 
[91]. Empirical studies detect a negative relationship be-
tween concurrent directors and dividend payments [8; 90]. 
In this paper concurrent directors are understood as the 
share of directors who occupy the position of an independ-
ent director in several companies [8].
We proceed from the assumption that a large share of con-
current directors on the board lessens control over man-
agerial activity and results in a decline in the corporate 
governance quality.
Hypothesis 6. The share of concurrent independent direc-
tors has a negative relationship with dividend payments of 
Russian companies.

Concurrent Service as the CEO and 
Chairman of the Board of Directors
In case of concurrent service as the CEO and chairman of 
the board of directors the director obtains significant con-
trol and the ability to turn down proposals of other direc-
tors [47]. Such duality of positions changes the functioning 
of the board of directors for the worse and softens control 
significantly, thus, accumulating power in the hands of the 
CEO [92]. As a result, the CEO gets more opportunities to 
pursue his own interests at the shareholders’ expense, and 
this increases agency costs [34; 67].
The results of empirical studies are controversial: some of 
them confirm provisions of the outcome model and reveal 
a negative relationship between CEO duality and dividend 
payments [29; 56; 93-95] while others detect confirmations 
of the substitution model and find out a positive relation-
ship with dividend payments [5; 31; 32; 65; 96].
In the Russian Federation combining positions is prohib-
ited legislatively: according to Federal Law No. 208-FZ of 
26.12.1995 as amended on 25.12.2023, a person who per-
forms functions of the sole executive body cannot be at the 
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same time the chairman of the company board of directors. 
(supervisory board)1. In this paper we consider concurrent 
service as the CEO and a board director. CEO’s member-
ship on the board of directors casts doubt on independence 
of the board and may result in significant concentration of 
power and loosening of control of the management.
Thus, we presume that concurrent service as the CEO and 
chairman of the board of directors in the same company 
weakens control over the management because it concen-
trates power in the hands of the same person impairing 
effectiveness of the board of directors. This raises the risks 
of decisions which favour the CEO at the shareholders’ ex-
pense, thus, increasing the agency costs and degrading the 
quality of corporate governance.
Hypothesis 7. CEO’s membership on the board of direc-
tors of the same company has a negative relationship with 
dividend payments of Russian companies.

Data
In the research we use data on 31 public companies from 
the Russian stock market for 2010–2022. The lower limit 
of this time interval is related to recovery from the global 
financial crisis of 2008-2009 while the upper limit (2022) – 
to the latest available reports of the company. The following 
restrictions of the sample have been applied:
• Companies were included in the Moscow Exchange 

Index on a regular basis (over 4 times within the 
considered time horizon);

• Within the considered period companies paid div-
idends at least once (3 companies were eliminated 
from the sample based on this criterion);

• For each company ordinary dividends are considered;
• Financial companies are eliminated.
• The sources of data are corporate annual reports, 

appendices to them and financial statements (IFRS).

Methodology
In this paper the logarithm of dividends per share is the 
dependent variable [97-100]. We use two model specifi-
cations: the one with the variables characterizing the BD 
in the current period (formula (1)) and the one with the 
lagged variables characterizing the BD (formula (2)). Year 
and company fixed effects are used in all models.
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( )
( )
( )

1 2 3 4

5 6 7 8 1

9 1 10 1 11 1

12 1 13 1 14 1

15 1 16 1 17 1
1

1

ln

ln

ln Exp

it it it it

it it it it

it it it

it it it

it it it
K

k

DPS ROA Stage CAPEX

Assets Debt G Women

Meet Age
Foreign Ind Perm
Comb CEO Size

β β β β

β β β β

β β β

β β β
β β β

α

−

− − −

− − −

− − −
−

=

= + + + +

+ + + + +

+ + + +

+ + +
+ +

+

+
+ +

∑
1

1

, (2)
T

k ki t t it
t

d Timeγ ε
−

=

+ +∑
where itDPS  – dividends per share; itROA  – return on 
assets; itStage  – variable of the life cycle stage;  

itCAPEX  – capital expenditures to revenue ratio; 
itAssets  – total assets; itDebt  – debt to assets ratio;  

itG  – government participation share; itWomen  – women 
representation on the BD; itMeet  – number of BD 
meetings; itAge  – average age of the BD members; 

itExp  – average tenure   of the BD members;  
itForeign  – share of directors with foreign experience; 

itInd  – share of independent BD members; itPerm  –  
permanence of the BD; itComb  – share of concurrent 
independent directors; itCEO  – binary variable taking on 
the value of 1 if the CEO is on the BD and 0 – otherwise; 

itSize  – BD size; kid  – binary variables of companies; 
tTime  – binary variables of years; itε  – random error. 

Index i  indicates the company number, index t  indicates 
the year; K  – total number of companies; T  – total 
number of years; , , s k tβ α γ  – ratios.

Control variables
The company financial performance and corporate gov-
ernance characteristics are used as control variables. 
Debt load is related negatively to the amount of divi-
dend payments due to interest-bearing liabilities which 
reduce net income and the ability to pay dividends [5; 
12; 55; 101-105]. High profitability of the company gen-
erates the profit sufficient to maintain stable or grow-
ing dividend payments [97; 106]. As capital investment 
increases the plowback ratio grows [107]. Companies 
applying more funds towards capital expenditures have 
on average more opportunities for growth. Profit is re-
invested in business expansion and development, so the 
share of profit allocated to dividends decreases [107]. 
Companies with a high book value of assets have at their 
disposal more internal resources to finance investment 
and may allocate the free cash flow to pay dividends 
[108]. The stage of company’s life cycle determined by 
the earned capital ratio (the ratio of retained earnings to 
equity) [109] has a positive relationship with dividend 
payments: companies with a high ratio (with the profit 
accumulated for distribution) on average pay dividends 
more often while firms with a low ratio as a rule do not 
pay dividends [109; 110].

https://www.consultant.ru/document/cons_doc_LAW_8743/33caef9cd49459da61c3eed258e7beda703c467d/
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Analyzing dividend payments of Russian companies it is 
necessary to take into consideration the share of govern-
ment ownership in the corporation’s capital [111; 112]. 
According to the regulatory requirements of the Ministry 
of Finance of the Russian Federation partially govern-
ment-owned companies have to pay dividends of at least 
50% of profit calculated as per the International Financial 
Reporting Standards (IFRS).
We also use the board of directors’ characteristics as con-
trol variables: the average age of the board members, av-
erage tenure on the BD and BD size [76; 78; 113; 114]. 
With advancing age directors become more conservative, 
are less prone to risky strategies and more inclined to pay 
dividends [18]. Director’s tenure is defined as the number 
of years when the director occupies the position of a direc-
tor on the board [113; 115]. Recently appointed directors 
may be more interested in risky projects and investing in 
innovation to show instant results of their activity than 
in dividend payments [116; 117]. Directors with longer 
tenure may improve monitoring and decision-making in 
the company [78; 81]. Long tenure enhances the quality 
of control, mitigates the risk of expropriation of minority 
shareholders’ resources and has a positive relationship with 
dividend payments [14]. The board size has a controversial 
relationship with the quality of corporate governance. On 
the one hand, a larger board of directors may encounter 
communication and coordination difficulties, and this cur-
tails its ability to control effectively the managerial actions 
entailing problems with corporate governance [46]. On 
the other hand, in researchers’ opinion, an increase in the 
number of board members is related to higher expertise 
and experience and this may reduce agency costs and im-
prove monitoring of managerial activity [118]. Taking into 
consideration conflicting results of the studies concerning 
the relationship between the board size and the corporate 
governance quality we use this BD characteristic feature 
as a control variable and do not put forward separate hy-
potheses to verify the results of the substitution model and 
outcome model [14].
All applied variables are described in Table 2 of the appen-
dix, descriptive statistics are indicated in Table 3 of the ap-
pendix. The multiple regression model with company and 

year fixed effects was used to verify the suggested hypoth-
eses [119].
Several problems may arise when constructing models. 
Time-invariant or slightly time-variant variables should be 
eliminated from the fixed effects models. For this reason, 
we check the number of companies where the considered 
variables changed over time. Thus, the number of compa-
nies with changes in the BD size within the research period 
is 21, the number of companies with changes in the varia-
ble of “CEO’s membership on the BD” within the research 
period is 12. As a result, we may use these variables for 
modelling. As long as correlation between random errors 
is possible for the same companies we use standard errors 
clustered by companies. Another potential problem is en-
dogeneity brought about by the two-way cause-and-effect 
relationship between the dependent variable and the vari-
ables of interest. In order to solve this problem we build a 
model using lagged values of the variables which charac-
terize the BD. Another potential source of endogeneity is 
omission of an essential variable. It is eliminated by adding 
control variables related to corporate dividend policy. En-
dogeneity may be a result of self-selection: we consider the 
companies which have at least once made dividend pay-
ments within the studied period. However, only 3 compa-
nies were eliminated on the basis of this criterion, so we 
may assume that it produces no significant influence on the 
modelling results.

Modelling Results
The results of modelling are presented in Table 1. Regres-
sion models revealed no significant relationship between 
the frequency of the board of directors’ meetings and div-
idend payments (Table 1, Model 1). At the same time, in 
the model with lagged variables the coefficient preceding 
such variable turns out to be significant, therefore, hypoth-
esis 1 is partially confirmed (Table 1, Model 2). The board 
of directors’ meetings may be formal in nature offering to 
discuss routine issues and never solving major problems 
[120]. Frequency of such meetings may not be indicative 
of the actual managerial activity and quality of control over 
the corporate operations [46].

Table 1. Results of regression models

ln(DPS)
Model 1 Model 2

Return on assets 5.649*** 5.576***

(0.927) (1.417)

Life cycle stage 0.150 -0.469

(0.269) (0.379)

Capital expenditures/Revenue -2.135 -4.869**

(1.853) (2.049)
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ln(DPS)
Model 1 Model 2

Logarithm of total assets 0.749 1.128**

(0.527) (0.509)

Debt/Total assets 1.347* 1.491

(0.729) (0.960)

Share of government participation 0.549 0.004

(0.460) (0.646)

Women representation on the BD 3.294* 2.235*

(1.846) (1.237)

Logarithm of the number of BD meetings 0.162 0.449***

(0.223) (0.155)

Average BD age 0.013 0.039

(0.034) (0.048)

Average BD tenure 0.103 -0.083

(0.063) (0.091)

Share of directors with foreign experience 1.359 -0.578

(0.954) (0.793)

Share of independent directors -0.566 0.329

(0.799) (0.602)

Permanence of the BD composition 1.206** 1.169*

(0.479) (0.689)

Concurrent service 1.973** -0.291

(0.863) (1.178)

CEO’s membership on the BD 0.113 0.445

(0.182) (0.361)

BD size -0.001 0.011

(0.048) (0.090)

Number of observations 304 255

Within R2 0.291 0.220

Adjusted Within R2 0.245 0.157

Note: the table presents estimates of ratios of the models with company and year fixed effects. Model 2 uses lagged 
variables of the BD characteristics. Standard errors clustered by companies are used. *, ** and *** stand for 10%, 5% and 
1% significance levels, respectively.

We have not detected a significant relationship between 
independence of the board of directors and dividend pay-
ments. So, hypothesis 2 is not confirmed (Table 1). A se-
rious share of majority shareholders including government 
entities is often characteristic of Russian companies. In 
such cases independence of the board of directors may be 
formal and not necessarily cause changes in decision-mak-
ing. Independent directors may lack power sufficient to in-
troduce significant changes in corporate policy including 

the dividend payment issues [65; 121]. Our result disagrees 
with the previous research based on a sample of Russian 
companies for 2015–2017 which revealed a positive rela-
tionship between independence of the board of directors 
and the payout ratio in partially government-owned com-
panies [13]. Most studies support the outcome model in 
terms of the relationship between the share of independent 
directors on the board and company dividend payments 
[8; 30; 48; 54].
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Women representation on the board of directors turns out 
to have a positive relationship with dividend payments in 
both models (Table 1). This result is in line with some pre-
vious studies [13; 31; 48; 65; 66; 103]. Thus, hypothesis 3 
is confirmed.
Growth of the share of directors with foreign experience on 
the board is not statistically related to an increase in divi-
dends per share. Thus, hypothesis 4 is not confirmed. This 
result is consistent with the previous research performed in 
the Russian market [13]. Foreign experience may be non-
applicable in the Russian market due to significant differ-
ences in the economic conditions, corporate culture and 
legislative characteristic features, and this limits the influ-
ence of such directors on dividend policy.
Greater permanence of the board composition turns out to 
be positively related to dividend payments of the compa-
ny in both models and this is consistent with the outcome 
model [8]. Significance of the coefficient preceding the lag 
of the variable of permanence of the board composition 
confirms its influence on dividend payments. So, hypoth-
esis 5 is confirmed.
The share of concurrent independent directors turns out to 
have a positive relationship with dividends per share [122]. 
At the same time, in the model with lagged variables the 
coefficient preceding this variable is insignificant. Hypoth-
esis 6 is confirmed partially.
We have not detected a significant relationship between 
CEO’s membership on the board of directors and dividend 
payments, so hypothesis 7 is not supported. This result 
may stem from the fact that CEO’s membership on the 
board of directors in itself is not a sufficient prerequisite 
for lobbying someone’s own interests and influencing divi-
dend policy [8; 37; 76; 121].
The majority of revealed significant relationships between 
control variables and dividend payments are in line with 
the results of previous studies [97; 98; 109]. The sign of the 
coefficient preceding the variable of the debt-to-assets ra-
tio differs from the findings of previous studies [123]. The 
positive relationship of the debt-to-assets ratio may be due 
to the company strategy aimed at an increase of debt load 
in order to invest in operational components of business, 
and potentially this drives growth of revenue and, under 
otherwise equal conditions, net income of the company. 
Consequently, the company may rise dividend payments. 
The coefficients preceding the variables of the average age 
of BD members, BD size, average tenure of BD members 
and share of government participation turned out to be in-
significant (Table 1, Model 2) [12].
Thus, 2 out of 7 hypotheses are confirmed fully, while two 
hypotheses are confirmed partially. As long as we cannot 
assert with complete certainty that there is a relationship 
between women representation on the BD and concur-
rent independent directors and the corporate governance 
quality we also cannot state univocally that the outcome 
model is confirmed. Dividend payments of Russian com-
panies have a positive relationship with the number of the 
board meetings, women representation on the board, per-

manence of the board of directors and the share of concur-
rent independent directors. Insignificance of many board 
of directors’ characteristics as related to their influence on 
dividend payments may be due to high ownership concen-
tration in Russian companies. Under such conditions the 
board decisions are often taken in the interests of major-
ity shareholders who control the key aspects of corporate 
governance including dividend policy [20]. This may limit 
the influence of the board characteristics on dividend pay-
ments.

Conclusion
In the present research we consider the relationship be-
tween the principal characteristics of the board of di-
rectors as the key mechanism of corporate governance 
(women representation on the BD, share of directors with 
foreign experience on the BD, frequency of BD meetings, 
permanence of the BD composition, concurrent indepen-
dent directors, CEO duality) and dividend payments in 31 
Russian companies from 2010 to 2022. The relationship is 
considered from the perspective of provisions of the two 
following models: the outcome model and substitution 
model. We applied regression models with company and 
year fixed effects to verify the hypotheses. The logarithm 
of dividends per share was used as the dependent variable 
in the models.
The results of the models show that women representation 
on the BD, number of meetings, the share of concurrent in-
dependent directors and greater permanence of the board 
composition have a positive relationship with dividend 
payments of Russian companies.
This conclusion is partially in line with the outcome mod-
el which states that improvement of corporate governance 
characteristics is related to an increase in dividend pay-
ments. However, there is no consensus of opinion in the 
literature concerning the influence of women representa-
tion and concurrent independent directors on the corpo-
rate governance quality, so an unambiguous conclusion is 
impossible. 
We have not revealed a significant relationship between 
dividend payments and such corporate governance char-
acteristics as independence of the board of directors, CEO’s 
membership on the board and the share of directors with 
foreign experience. This may be caused by a special nature 
of governance in Russian companies where high concen-
tration of majority shareholders and government partici-
pation may curtail the influence of independent bodies on 
governance.
On the basis of the research results it is recommended to 
the companies to pay attention to providing a well-bal-
anced composition of the board of directors including an 
increase in women representation and ensuring perma-
nence of the board. The board of directors’ composition 
and its members’ characteristics may be indicative of the 
corporate governance level, company’s commitment to 
shareholders’ interests and may influence corporate divi-
dend policy.
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The research is limited by analysis of only one aspect of 
corporate governance – the board of directors’ composi-
tion. Certain characteristics of the board may be indic-
ative of the corporate governance quality just partially. 
Future studies may be dedicated to the corporate gover-
nance index which comprises several factors of corporate 
governance. So, the corporate governance quality and 
impact on dividend policy may be assessed more com-
prehensively. 
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Appendix
Table 2. Variable descriptions

Designation Description

Dividends per share Dividends per one share

Payout ratio Ratio of paid dividends to net income

Return on assets Return on assets

Life cycle stage Ratio of retained earnings to equity

Capital expenditures / Revenue Share of capital expenditures in the revenue

Logarithm of total assets Logarithm of the book value of assets

Debt / Total assets Ratio of debt to total assets

Women representation on the 
BD Share of women on the board of directors to the size of the board of directors

Number of BD meetings Number of the board of directors’ meetings held within a certain year

Average age of the BD Average age of the board of directors’ members

Average tenure of the BD Average tenure of directors on the board

Share of independent BD 
members Share of independent directors to the size of the board of directors

Share of directors with foreign 
experience Share of directors with foreign experience to the size of the board of directors

Share of government 
participation Share of government participation in the company

Permanence of the BD Share of the directors who stayed on the board in year t as compared to year t-1

Concurrent service Share of concurrent independent directors employed by two or more 
companies

CEO’s membership on the BD A dummy variable which equals one if CEO is a member of the board of 
directors and zero – otherwise

Size of the BD Size of the board of directors
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Table 3. Descriptive statistics of variables

Mean St. deviation Min. Quarter 0.25 Quarter 0.75 Max.

Dividends per share (RUB/
share) 100 285 0 0.2 74 2,689

Payout ratio 0.055 0.049 0 0.018 0.082 0.235

Return on assets 0.09 0.08 -0.17 0.04 0.13 0.43

Life cycle stage 0.63 0.51 -1.96 0.42 0.92 2.89

Capital expenditures / Revenue 0.13 0.08 0.01 0.06 0.18 0.34

Logarithm of total assets 
(measured in million RUB) 13.27 1.23 10.74 12.54 13.74 17.11

Debt / Total assets 0.53 0.22 0.08 0.35 0.69 1.11

Stakeholder of government 
participation 0.15 0.24 0 0 0.33 0.80

Women representation on the 
BD 0.07 0.08 0 0 0.11 0.33

Number of BD meetings (units) 21.80 15.96 4 12 25 104

Average age of the BD (years) 52.79 6.32 37 48.4 57.2 70

Average tenure of the BD 
(years) 4.49 2.52 0.22 2.47 5.91 12.40

Share of directors with foreign 
experience 0.25 0.22 0 0 0.4 0.8

Share of independent directors 
on the BD 0.40 0.15 0 0.31 0.46 0.78

Permanence of the BD 0.82 0.18 0.11 0.71 1 1

Concurrent service 0.11 0.12 0 0 0.18 0.56

CEO’s membership on the BD 0.83 0.37 0 1 1 1

Size of the BD (persons) 10.57 2.46 4 9 11 21
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Introduction
There is a number of theoretical and empiric studies ded-
icated to evaluating both primary and secondary impact 
of sanctions on the internal and external corporate envi-
ronment. Primary sanctions are levied on companies from 
various industries in a sanctioned country. However, due 
to deep global economic integration, sanctions have an im-
pact on companies both in the sanctioning and the sanc-
tioned countries, as well as on enterprises in third countries 
[1]. If the latter violate the sanctions regime, penalties are 
also likely to be imposed on them. This type of sanctions 
are called secondary sanctions [2], i.e., penalties levied by 
the USA on Chinese companies for engaging in financial 
operations with North Korea. According to [3; 4] sanctions 
may also be imposed on various areas of a company’s ac-
tivities. A sanctions campaign may be divided into several 
stages that are indicative of their potential power: diplomat-
ic actions (such as suspension of joint projects, expulsion 
from international organizations, etc.), measures applied to 
certain individuals and companies (ban on entering certain 
countries, assets freeze, credit restraints), sectoral sanctions 
(trade and financial restrictions, ban on exports of technol-
ogies). At the same time, sanctions’ efficiency is also ques-
tionable. Some authors think that large and self-sufficient 
countries deal with the negative consequences of sanctions 
much more effectively than small nations [5], while oth-
ers assume that tough sanctions [6] and narrowly focused 
sanctions [7] may be effective. As for the sanctions against 
Russia, there are contradictory assessments in scientific re-
search. For example, Korhonen et al. assert that sanctions 
have produced an obvious and negative impact [8]. Besides, 
no adjustment strategies are capable of restoring the econo-
my quickly to the pre-sanction size [9].
At the same time, Kholodilin and Netšunajev stated that 
sanctions had merely an insignificant effect [10], while 
Klinova and Sidorova found no significant influence 
of sanctions on the Russian economy [11]. Paper [12] 
demonstrates the possible unsuccessful results of imposing 
sweeping sanctions on a country using the example of uni-
lateral sanctions levied against North Korea. Sometimes 
sanctions initiators fail when a correct strategy allows a 
country to develop its industry and science with a high de-
gree of autonomy.
The purpose of our research is to reveal the main scientif-
ic results and promising areas related to sanctions against 
companies and an assessment of their effectiveness, as well 
as devising an anti-sanctions policy. To achieve this goal, we 
applied text analysis methodology and expert assessment. 

The empirical base of the research comprised 724 articles 
about sanctions published in 2014–2024 and indexed in 
Scopus. It should also be noted that in spite of a number of 
review articles dedicated to the evaluation of the sanctions’ 
impact on corporate operations, these papers focused on 
the study of certain problems. For instance, one of the pa-
pers studies 345 articles on sanctions imposed by the UN 
Security Council (1990–2023) and defines the main sanc-
tioned areas [13]. Thus, it is virtually the first time when 
the studies dedicated to sanctions and their impact on the 
internal and external environment of companies in Rus-
sian and foreign literature are systematized. 

Research Methodology
In considering the methodology of structuring a review 
article, we may subdivide it, with certain reservations, 
into several approaches. The first approach comprises an 
expert assessment, which implies that researchers read a 
large body of literature on a certain subject, analyze it and 
determine the principal scientific areas, current scientific 
trends, and define the core issues of the studies. Howev-
er, there are some drawbacks in this approach: subjective 
estimates and a limited corpus of literature. To eliminate 
these drawbacks, certain researchers used another ap-
proach: bibliometric analysis which entails the selection 
of the most frequently cited publications. In our research 
we apply algorithmic computer analysis, which provides an 
opportunity to automatically analyze the texts and special 
features of papers by summing or visualizing text data.

Data Description
In order to review the studies dedicated to the impact of 
sanctions on the external and internal environment of 
corporate operations, we compiled a sample of articles in 
English using the Scopus international database. Search re-
quests on the research topic were used to select papers, the 
term “sanction” and “company” was applied to compile the 
sample, while the branch of knowledge was limited to Eco-
nomics, Econometrics and Finance. At the next stage, the 
database was refined by using additional filters: document 
types (only articles and literature reviews) and language 
(only English). We also manually eliminated the articles 
that did not completely match the studied topic. As a result, 
the final database comprised 730 English-language papers. 
The structure chart the demonstrates the sample compila-
tion method is presented in Figure 1. Thus, the subsequent 
analysis of thematic fields was performed on the basis of 
the most-cited articles in international databases.  

Figure 1. Formation of the analytical base

Scopus database

Expert assessment

Denomination:  
term “sanction”

Number of citations

Knowledge branch: Economics,  
Econometrics and Finance

Document type, language: Articles, 
reviews + English language

Source: Authors’ calculations.
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Figure 2 shows the number of articles dedicated to sanctions 
by year. The number of publications on the topic of sanc-
tions was growing gradually in 2014-2018, peaking at the 

time of sanctions being imposed on Russia. After the special 
operation began in 2022, the number of papers doubled as 
compared to the previous year and grew even more in 2023.

Figure 2. Number of Scopus articles by year
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Using the text analysis methods, we determine the princi-
pal topics of these articles and compile general reviews of 
this research field.

Research Results
We are going to analyze the abstracts, or the short, succinct 
summaries of the articles that describe the relevance, pur-
pose, methods and results of the research. In general, our 
analysis follows the algorithm below: 
1) preliminary preparation of the text, which is 

obligatory for text analysis and comprises elimination 
of figures, special characters and stop words 
(prepositions, pronouns etc.). Consequently, text 
lemmatization (reduction to the base word form) is 
performed;

2) statistical text analysis: analysis of the number of 
word and word combination entries ;

3) correlation analysis, which essentially demonstrates 
how often the words occur together with the words 
we target. We will study correlations with the words 
“sanction”, “company”, “stock”;

4) topic modeling of abstracts by applying the BERTopic 
machine learning algorithm. At this stage we use 
implementation of the BERT neural transformer 
network for topic modeling by applying the 
BERTopic algorithm. It is the latest topic modeling 
method that takes into account word semantics and 
analyzes sentences as a whole.  

As for text analysis methods, in our research we apply sev-
eral techniques. At the first stage, we resort to the frequency 
analysis technique. Table 1 presents 40 most frequent terms.

Table 1. Word frequency in article abstracts

Word Frequency Word Frequency

economic 929 import 264

country 729 financial 254

trade 603 crisis 239

Word Frequency Word Frequency
policy 487 energy 222

state 473 global 220

market 441 cooperation 217

economy 427 factor 215

development 391 European 213

international 374 change 212

foreign 339 China 212

impact 336 world 211

result 335 growth 205

political 328 industry 203

increase 304 price 197

effect 303 period 193

region 289 level 192

relation 288 national 189

company 267 sector 189

export 267 Ukraine 187

investment 266 risk 169

Source: Authors’ calculations.

It should be noted that we have eliminated the words 
“Russia / Russian” and “sanction” because their high fre-
quency is obvious and provides no value for the analysis 
of articles’ contents. We manually eliminated the words in-
significant for the studied topic that frequently appear in 
abstracts (for example, “article”). It is evident from Table 
1 that the papers on sanctions are mainly focused on the 
issues of economy and trade relevant for companies, along 
with import and export issues. We may also note that the 
words assessing the impact of sanctions (impact, effect) 
were mentioned 336 times. As for countries, China was the 
subject of discussion as often as Russia. Some of the articles 
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are dedicated to anti-sanction policy and cooperation of 
countries; sanctions affect investment policy and targeted 
specific industries.
At the next stage of text analysis, we determine the fre-
quency of word combinations in the text array. Table 2 pre-
sents 40 most frequent word combinations.

Table 2. Frequency of word combinations in article 
abstracts

Word 
combination

Frequency Word 
combination

Frequency

economic 
sanction 103 stock market 41

Russian 
economy 96 direct 

investment 41

long term 95 member state 40

European 
Union 94 economic 

policy 40

sanction 
Russia 87 Western 

country 38

United States 76 negative 
impact 38

sanction 
impose 75 short term 37

import 
substitution 75 Russia 

Ukraine 37

foreign 
policy 74 Russia China 37

academy 
science 74 national 

economy 37

foreign trade 73 international 
relation 37

exchange rate 73 impact 
sanction 37

economic 
development 67 Ukrainian 

crisis 36

economic 
growth 61 economic 

relation 36

North Korea 57 relation 
Russia 33

limit trade 52 growth rate 33

Russian 
company 48 financial 

sanction 33

effect 
sanction 48 sanction 

regime 32

political 
economic 43 cooperation 

Russia 32

sanction 
policy 42 export 

import 30

Source: Authors’ calculations.

We also eliminated from Table 2 the word combinations 
insignificant for the topic (for example, “result”, “show”). 
We may note that the combinations “economic sanctions” 
and “Russian economy” occur most frequently. Long-term 
effects (long term) occupy the third position among fre-
quently occurring word combinations, i.e., article abstracts 
evaluate the effect of sanctions over a long-term horizon. 
As for analyzed countries, there are the sanctioned ones, 
for example, North Korea and the ones imposing sanc-
tions – the European Union, the United States. The main 
research topics comprise the exchange rate, trade restric-
tions, financial sanctions, sanctions policy and economic 
policy. We also consider the issues of influence on certain 
Russian companies (Russian company) and cooperation 
issues.
At the next stage we are going to analyze word correlation. 
Table 3 presents 20 words which correlate most closely 
with the words “sanctions”, “companies” and “stock”.

Table 3. Word correlations in article abstracts for the 
words “sanction”, “company”, “stock”

Sanction Company Stock

Impose Russia / Russian return

Russia / Russian foreign volatility

pressure investment market

impact sector index

effect activity traditional

economic large exchange

measure market price

policy German reaction

regime government Federation

consequence private ruble

Iran business common

negative economy rate

condition firm joint

Western policy position

target enterprise government

crisis state global

result direct Russia / Russian

financial domestic labor

influence capital audit

significant investor billion

imposition banking demand

introduce manufacturing Ukraine

Source: Authors’ calculations.
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Let us examine the word “sanctions” and its correlations. 
As we see in Table 3, the word “impose” (which contex-
tually represents the topic of introducing sanctions) most 
closely correlates with “sanctions”. Pressure and influence 
are also among the main topics, and these terms (impact, 
effect, measure, consequence, result) constitute a large 
share. As for the correlation with the word “company”, we 
see that studies consider the issues of foreign investment, 
the impact of sanctions on companies from different sec-
tors, aspects of sanctions’ impact on government-owned 
companies, and investment. As for the stock market and 
stock, their volatility and response are mainly considered 
in relation to ongoing events. The topic of the impact of 
sanctions on the exchange rate and stock market indices is 
studied most frequently.
Now we proceed from statistical methods to topic analy-
sis using BERTopic. In the automatic mode, the algorithm 

determined three prevailing topics in narrowly focused 
articles that only examine sanctions and their influence on 
Russia. In order to test model quality, we applied the Co-
herence Score. This metric measures the extent to which 
the words from each topic are interrelated. The higher the 
Coherence Score, the more coherent and interpretable the 
topic. We also used the Divergence metric to test them. 
This metric measures the extent of difference between the 
topics in the model. It is important because topic mode-
ling should reveal the topics that are sufficiently distinct 
to provide a useful and accurate view on the content of 
data. We obtained the following values: Coherence Score 
0.41 and Divergence 0.55. These are the optimal values; 
the topics do not overlap and are sufficiently internally in-
terrelated.
Table 4 contains lists of defined words and a certain  
topic.

Table 4. Topic modeling results

Topic Words

Corporate internal environment
sanction, enforcement, target, punishment, individual, effect, behavior, paper, 
policy, reward, right, audit, state, find, result, provide, sender, crime, country, 
institution

External environment – financial 
and banking sectors

Russia, market, price, economic, sanction, economy, financial, rate, shock, global, 
stock, bank, exchange, country, growth, currency, stress, study, reserve

External environment – trade 
payout and financing investment

Russia, sanction, economic, country, relation, trade, policy, study, region, 
development, foreign, industry, political, article, economy, European, state, 
author, cooperation

Source: Authors’ calculations.

The BERT algorithm determined the prevailing topics of 
the sanctions’ impact on the internal and external environ-
ment of a company. The internal environment comprises 
the issues of individual effects for companies, audit, par-
ties’ behavior, etc. The external environment was divided 
by the algorithm into two subtopics. The first one is related 
to the impact of sanctions on the stock market, banking 
sector, and exchange rate. The second subtopic comprises 
the issues of trade policy and export-import relations.
In the next section, we are going to determine the principal 
scientific ideas within three major topics.

Principal Scientific Fields
Internal Environment of a Company
The first portion of studies is related to the impact of prima-
ry sanctions on corporate finance. Sanctions may influence 
various aspects of company’s operations. Resource limita-
tions, weakening of bonds with international markets and 
increased risk and uncertainty caused by sanctions change 
the company’s business operations [14]. Economic sanc-
tions may adversely affect social policy and exacerbate in-
stability [15]. Some researchers believe that the imposed 
sanctions raise the risk for global investors by decreasing 
direct foreign investment [16; 17]. Also, sanctions influ-
ence indirectly trading partners and supply chains, causing 

market failures [18], high transaction costs, weak protec-
tion of intellectual property rights or significant uncertain-
ty [17; 19].
Sanctions influence the procurement of human capital and 
may also impede international mobility and external hire 
of essential professionals, as well as drive up national de-
mand for highly qualified specialists. Social instability may 
potentially hinder educational progress and force skilled 
personnel to migrate. Ultimately, sanctions can slow down 
the process of human capital development and cause dam-
age to the national educational system as a result of loss 
of professionals able to impart knowledge to others [20]. 
Some studies address the impact of sanctions on the com-
panies’ HR management. Sanctions may change living 
conditions for the worse, thus affecting corporate person-
nel [21]. The authors of a study based on panel regression 
and analysis of 137 countries from 1961 to 2018 found out 
that as a result of UN and US-European sanctions, emigra-
tion from the targeted countries increases by approximate-
ly 20%. Besides, they revealed no gender differences in the 
migration effect of sanctions [22].
Russian and foreign studies consider the issues related to 
the specific features of the external and internal corporate 
strategy [23]. Insofar as economic motivation is concerned, 
it is apparent that the companies’ cost price increases to 
overcome the consequences of sanctions. At the same time, 
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the cost of conducting business grows, thus providing cer-
tain opportunities for institutional arbitrage [24]. In a for-
merly targeted country, risks of conducting business and 
extra costs related to entering a new location arise. All of 
the above may influence companies’ investment attractive-
ness. Some industries (for example, oil and gas, coal min-
ing, shipbuilding, agricultural-industrial or microelectron-
ics) have to adjust continuously to changes and respond to 
new external challenges and develop specialized narrowly 
focused counter-sanctions measures [25–28].
Theoretical and empirical studies determined various 
corporate counter-sanctions strategies. The behavior of 
Vietnamese timber exporters in the framework of the US 
and Chinese economic sanctions is studied on the basis of 
interviews with key government officials and companies’ 
top management [1]. Applying the key concepts of the 
realism school and stakeholder theory, the authors found 
out that companies experienced both positive and nega-
tive consequences of sanctions. Besides, they utilized four 
strategies: alignment, evaluation of prospects, mitigation, 
and isolation. The authors proved that companies applied 
several strategies to address the negative consequences of 
sanctions.
A series of studies address the development of transnation-
al corporations’ strategy under sanctions, for example, they 
study the impact of US transnational corporations and the 
subsequent financial market response to Russia’s special 
military operation in Ukraine in February 2022 [29]. The 
decisions of transnational corporations at the company 
level range from withdrawing from Russia to remaining 
on the Russian market under any sanctions. However, 
such extreme strategies are lossmaking for the companies 
committed to them. It may be noted that in the short term, 
transnational companies prefer “intermediate” solutions, 
which maintain a balance between shareholder interests 
and regulatory and ethical requirements. Also, country 
differences in corporate strategies were revealed, for ex-
ample, Chinese investors “do not punish” the companies 
that stay in Russia. The authors defined 8 business develop-
ment strategies: 1) business termination; 2) suspension of 
all operations; 3) suspension of insignificant operations; 4) 
cessation of new types of activity; 5) termination of further 
investment; 6) cessation of new supplies to branches; 7) 
reducing operations; 8) continuance of ordinary business. 
The studies also describe another strategy of withdrawal 
from the sanctioned country for international companies, 
which consists in selling assets to the local elite in order to 
preserve a part of the company value [30].
Sanctions influence companies in both sanctioning and 
sanctioned countries, as well as enterprises in third coun-
tries. Secondary sanctions are the sanctions imposed on 
the countries that do not observe the sanctions regime [2], 
for example, the USA levied penalties on Chinese com-
panies for financial transactions with North Korea. As 
for the Russian-Ukrainian conflict, economic sanctions 
were imposed on the countries and companies conduct-
ing business with Russia [31]. From the economic point of 
view, companies should reconsider their business relations 

because relationships with sanctioned entities may result 
in punitive measures applied by sanctioning bodies, first 
and foremost, the United States and European Union [32]. 
Companies are forced to balance between their economic 
interests and geopolitical pressure, especially when they 
face possible financial and reputational damage [33]. Apart 
from that, multinational enterprises that operate under 
sanctions regimes and intend to withdraw should also take 
into consideration the ethical implications and face the risk 
of reputational damage that arises due to the support of the 
targeted regime [18; 34].
Yet another study analyzes the relations between business 
risk and audit price formation by means of studying eco-
nomic sanctions of 2014 imposed on Russia by the Western 
community [35]. Sanctions mostly targeted Russian gov-
ernment-owned companies, thus, possibly raised business 
risks for such companies, and increased audit fees due to 
pass-through expenses arising from an increased audit risk 
caused by sanctions, which are transferred to customers. 
After the sanctions were imposed, the Big Four companies 
charged government-owned companies higher fees for 
their audit.
Thus, on the basis of the literature review, we revealed the 
main scientific fields related to human capital, internal 
and external strategies, and mitigation of additional risks 
caused by sanctions against companies.

External Environment – Financial 
and Banking Sectors
The second area is related to evaluating the impact of sanc-
tions and international conflicts on financial markets. Ge-
opolitical risk affects stock markets [36], correlation of fi-
nancial markets, and thereby, occurrence of crises [37] and 
the overall stability of the financial system [38].
We are going to consider the area related to the impact 
of sanctions on the stock market. A series of studies have 
proven that the short-term impact of international con-
flicts on financial markets is usually negative. If we consid-
er sanctions and the companies’ behavior in the course of 
the last conflict, stock return estimates will be different for 
the companies that stayed in Russia and the ones that left. 
Some authors think that the strategy of withdrawal from 
Russia is optimal based on studying the short-term effects 
of unadjusted stock returns weighted by the market val-
ue [29]. It turned out that the portfolios of companies that 
have remained in Russia are inferior to those of the compa-
nies that pulled out. Some other authors (see, for example, 
Glambosky and Peterburgsky [39]) prove that the compa-
nies that have withdrawn from Russia completely have the 
highest negative abnormal returns.
The next category of authors evaluates the spillover of fi-
nancial crises caused by international conflicts and sanc-
tions. Preceding studies pointed out a change in the fi-
nancial integration of stock markets during a crisis. The 
majority of studies address an increase in volatility during 
a financial crisis [40; 41]. As for sanctions, the reason be-
hind the concerted market movement may be the links be-
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tween economies or the impact of sanctions, which is esti-
mated by a set of dummy variables depending on the dates 
when sanctions were imposed, inter-market correlation 
coefficients, the GARCH structure, cointegration model 
and probit model. For example, in order to assess the in-
fluence of sanctions on stock markets, estimates of moving 
cross-market correlations and models from the GARCH 
family are used to model stock returns and volatility [42].
Apart from the above, statistical evaluation of the stock 
indices’ distribution before and after introduction of sanc-
tions revealed a statistically significant increase in volatili-
ty. At the same time, structural breaks in “heavy tails” were 
not proven, i.e., the impact of sanctions on the Russian 
stock market is ambiguous [43]. The researchers used the 
event window methodology and found out that investors 
value the companies located in the countries that have im-
posed sanctions on Russia higher than the stock markets 
in the countries that have not introduced sanctions against 
Russia. Besides, investors assess the companies differently 
when they are politically connected to or located in coun-
tries with lower geopolitical risks [44].
As for the financial system in general, based on the data 
from TARGET2 (the real-time gross settlement system 
for the euro zone), it was revealed that the sanctions in-
troduced by the European Union against Russian banks 
significantly reduced financial transactions with author-
ized Russian bank accounts, both in terms of the extensive 
and intensive margins. Exclusion from SWIFT, a global 
provider of secure financial messaging services, turned 
out to be the most effective sanction measure [45]. The 
role of restrictions on the use of international reserves as 
economic sanctions is studied, leading to determine the 
optimal manner for a sanctioning country to impose re-
strictions, taking into account geopolitical benefits [46]. 
Sanctions may also influence the interbank market, for ex-
ample, some studies demonstrate that sanctions imposed 
on Russia probably impact the banks of Belorussia and 
Kazakhstan [47].
A series of studies evaluate whether bitcoin is used to 
circumvent financial sanctions. Blockchain-based cryp-
tocurrencies, which are considered as an alternative to 
the conventional financial system, may process payments 
internationally and entirely independently of any banks. 
Nevertheless, there are studies that prove that bitcoin is 
not used to evade sanctions on a large scale [48]. Research-
ers determined the impact of sanctions on the volatility of 
exchange rates and oil prices. Thus, using a panel vector 
autoregressive model (VAR) that comprises data on 23 
countries other than Russia and Ukraine for the period of 
01.02.2022 to 24.02.2023, the studies demonstrated that 
the overall impact of the economic support provided to 
Ukraine is generally limited. Sanctions against Russia af-
fect Ukraine as well. If they are imposed by the G7 coun-
tries or developed countries, the consequences for Russia 
are typically more pronounced [49].
So, we may note that sanctions influence the behavior of 
the financial market, however, their impact is ambiguous.

External Environment – Trading Policy and 
Foreign Investment
Sanctions influence companies’ trading activities. Trading 
sanctions are intended to damage the sanctioned country’s 
economy. However, this impact is double-natured: if sanc-
tions restrain trade, they also cause damage to the sanc-
tioning countries. Studies attempt to estimate the spillover 
of sanctions within a certain economy, or within a group of 
countries, or within transition economies in general. Some 
studies prove that insignificant sanctions increase welfare 
in the sanctioning country because sanctions ignore the 
elasticity of supply and demand in the sanctioning country 
[50]. It was also revealed that EU sanction measures exert a 
greater impact on Russia than US measures, while Russian 
countersanction measures will produce a more serious im-
pact on the EU than on the US.
From the economic point of view, it would be optimal for 
the US and EU to drop sanctions against Russia, while 
counter measures should take into consideration the ef-
fects of trade redirection. Some authors determine the im-
pact of sanctions on corporate export and import policy 
[51]. They note that Russian sanctions imposed on Euro-
pean and American food imports reduced the trade flows 
to a greater extent  (almost eightfold) than those levied 
by the EU and US on exports of oil-field equipment. The 
sanctions may be ineffective because a multilateral agree-
ment aimed at introducing the measures that create costs 
for countries of origin was made and enforced [52; 53]. 
Kaempfer and Lowenberg assumed that manufactures 
were a more cohesive and politically efficient group of in-
terests than consumers. So, sanctions are more likely to 
restrict imports from the targeted country than exports to 
the targeted country [54]. In a broader sense, one might 
say that a ban on exports deprives exporters of the sanc-
tioning country of foreign markets, while a ban on im-
ports creates new markets for domestic producers in the 
targeted country. Therefore, it is more likely that import 
restrictions will evoke more political support than export 
restrictions [55].
In the next study, the authors evaluated the quantitative 
estimate of the impact of economic sanctions imposed on 
Russia by Western and other countries based on the model 
of global trade general equilibrium [56]. They revealed that 
if the countries of origin decide to impose 100% import 
duties and export taxes on trade with Russia, the Russian 
GDP would decrease by 3-7% due to a significant shrink-
age of exports. Such a decision would affect to a certain 
extent all countries of origin; for example, electric power 
and town gas prices in Japan would grow by 3-4%.
The impact of economic sanctions imposed by Western 
countries on exports from the Russian Federation and the 
impact of counter sanctions on its imports were studied 
based on the data on 49 trading partners of the Russian 
Federation in 2011-2018. Gravity modeling revealed that 
economic sanctions against the Russian Federation and 
its counter sanctions result in a decrease in the aggregate 
value of both Russian exports and imports [57]. Sanctions 
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reduce the value of Russian exports to sanctioning coun-
tries by 25.25%, while counter sanctions decrease the value 
of Russian imports from sanctioned countries by 25.92%. 
The effect of sanctions and counter sanctions on exported 
and imported products is nonuniform.
The authors of an empirical study estimated the impact 
of exporting companies on sanctions using French com-
panies as an example by applying dynamic binary choice 
models with fixed effects. It was discovered that new sanc-
tions imposed on Iran and Russia significantly reduced the 
likelihood that companies would provide services to such 
sanctioned markets, while the (temporary) removal of the 
US sanctions from Cuba and lifting of sanctions from My-
anmar produced no effect or had an insignificant effect on 
trade, respectively. Apart from that, the impact of sanc-
tions is highly heterogeneous from the viewpoint of firm 
size. The companies more dependent on trade financing 
tools suffer more damages, while previous experience of 
conducting business in a sanctioned country significant-
ly reduces the effect of sanctions. Companies may evade 
sanctions by means of indirect export through neighbor-
ing countries [57]. Considering the efficacy of sanctions 
from the standpoint of Russian companies, Golikova and 
Kuznetsov think that Russian companies most involved 
in trade and technological chains with the European Un-
ion and Ukraine will be most damaged by sanctions [58]. 
Sectoral sanctions may also result in economic severance 
from traditional trading partners, while sanctions against 
the defense industry may increase a country’s defense ex-
penditures [59]. Another article asserts that sanctions may 
further enhance the role of the Russian Federation not just 
in the sectors directly affected by sanctions, but also in the 
Russian economy in general [60].
The studies address rather narrow topics. Thus, eval-
uation of the impact of sanctions on the environment 
showed that by restricting the purchase of high-perfor-
mance technologies, sanctions may lead to a depletion of 
natural resources and influence environmental indicators 
[43]. According to the results, the majority of sanctions 
cause environmental degradation, while trading sanc-
tions improve the environment of the targeted country. 
Apart from that, secondary sanctions inadvertently exac-
erbate economic instability, especially in such sectors as 
the power industry, where Russia plays a prominent part 
in global supplies [61].
The impact of sanctions on corporate trade flows, export and 
import is evaluated in this section. It has been revealed that 
sanctions have a mixed effect due to the expansion of the 
domestic market and redirection of companies’ trade flows.

Conclusion
We have analyzed academic papers dedicated to sanctions. 
The largest number of sanctions was imposed in 2022-
2023. The topic aroused less interest only during the COV-
ID-19 pandemic, when no new large sanctions packages 
were introduced. The main topics are the examination of 
the impact on the financial market and banking, as well as 

on industry and external trading relations between coun-
tries. Articles often describe prospective principal partners 
for Russia, in particular, China. As a rule, researchers try 
to forecast long-term effects of sanctions or evaluate the 
impact that has already been produced.
Based on the text analysis methodology, the principal areas 
have been determined: the internal environment of a com-
pany, the external environment – financial and banking 
sector, the external environment – trade policy and foreign 
investment. Relying on expert analysis. the main scientific 
ideas and authors were defined for each area. The present 
paper will be useful for researchers in developing the pro-
posed scientific fields, and for practitioners in formulating 
anti-sanction policies to mitigate the negative consequenc-
es of sanctions.
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