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Abstract 
Purpose. This paper aims at identifying and studying the cases of steady winds of one direction over 
the Black Sea and analyzing the accompanying conditions in the surface atmosphere and middle 
troposphere in winter (December–March).  
Methods and Results. The situations with extremely steady winds of persistent direction, namely, when 
the prevailing wind over the sea does not change its direction for 5 days or more, are considered. 
The analysis is based on the 6-hour data on wind speed at the 10 m height, the 500 hPa geopotential 
height and the surface pressure from the ERA5 reanalysis of the European Centre for Medium-Range 
Weather Forecasts for 1979–2021. Within the analyzed period, 10 cases of steady, mostly north-eastern, 
winds were identified. At the same time there were 3 recorded cases of the eastern, northern and south-
western winds. The empirical orthogonal function analysis performed for a set of steady wind cases 
shows that distribution of the first modes of the geopotential height and surface pressure fields has 
a spatial structure with a stable high-pressure area over the European territory. The contribution of 
these modes to the total variability is 65 and 47%, respectively. Analysis of the revealed situations with 
steady winds shows that in all the cases with northern and north-eastern winds, there was a blocking 
process in a form of a quasi-stationary anticyclone in the middle atmosphere located over the Northern 
Europe/Scandinavian Peninsula. In the case of northern wind, an extensive high-altitude anticyclone 
was located over the northern part of the European Russia. Values of the Tibaldi and Molteni blocking 
index confirm the fact that the considered cases of long-lasting north-eastern and northern winds 
correspond to the blocking conditions over the European region. A steady eastern wind was observed 
when the extensive anticyclone in the middle troposphere was actively moving from the north of 
the Scandinavian Peninsula to the south-east. In the case of a long-lasting south-western wind, 
a subtropical high-pressure ridge was presented in the middle troposphere as well as an intense transfer 
of cyclones took place over the European region that created a prevailing steady wind over the Black 
Sea.  
Conclusions. The analysis results indicate that the considered cases with steady north-eastern and 
northern winds over the Black Sea are related to the blocking processes in the European region 
atmosphere. 

Keywords: Black Sea, European region, steady winds, 500 hPa geopotential height, atmospheric 
blocking 
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Introduction 
In recent years, there has been a trend towards an increase in the total number 

and intensity of regional hydrometeorological anomalies against the background of 
global climate change 1 [1, 2]. This is confirmed by relevant data and calculations of 
global and regional climate models capable of reconstructing observed climate 
change trends 2 [3], including those in the Black Sea region [4, 5]. 

It is known that long-term anomalous phenomena in the atmosphere surface 
layer are often associated with quasi-stationary situations in the mid-troposphere due 
to its blocking with a typical duration of 5 days or more [1, 3, 5, 6]. Blocking events 
observed in the atmosphere of the Northern Hemisphere mid-latitudes lead not only 
to intense regional anomalies in the hydrometeorological fields of the European 
region [5, 7–9]. Blocking is often accompanied by changes in air quality, for 
example, abnormally low ozone content, especially pronounced over Scandinavia 
and Alaska [10]. Extreme conditions and regional anomalies (including those due to 
atmospheric blocking) result in many negative consequences, in particular, mortality 
increase [10, 11]. That is why numerous works exceeding greatly the references 
given in this paper are focused on their study in the European–Black Sea region. 

Currently, blocking is understood as a situation in the mid-latitude atmosphere 
when the jet stream crest becomes especially large and forms a separate anticyclone 
in the flow creating a large-scale stable weather regime (blocking) which prevents 
the propagation of Rossby waves [2, 12]. As a result of the quasi-stationary position 
of the blocking anticyclone, typical cyclone trajectories become redirected. In this 
case, the regionally stable westerly flow is often replaced locally by a meridional 
flow lasting from several days to several weeks 3 [6, 13, 14]. Blockings can be 
different in their structure. In studies, the most frequently mentioned blockings are 
omega-type ones structured like the Greek letter Ω, when a large anticyclone located 
in the center is flowed around by cyclones [15, 16], and dipole blockings consisting 
of an anticyclone and a cyclone located southwards of the anticyclone [17]. 

According to [13, 17–19], typical region of the most active blocking is located 
in the 50–60°N band with its maximum amount in the west of the European region 

1 Masson-Delmotte, V., Zhai, P., Pirani, A., Connors, S. L., Péan, C., Berger, S., Caud, N., Chen, 
Y., Goldfarb, L. [et al.], 2021. Climate Change 2021: The Physical Science Basis. In: Contribution of 
Working Group I to the Sixth Assessment Report of the Intergovernmental Panel on Climate Change. 
Cambridge, United Kingdom: Cambridge University Press, 2339 p. 
https://doi.org/10.1017/9781009157896 

2 Pörtner, H.-O., Roberts, D.C., Tignor, M., Poloczanska, E.S., Mintenbeck, K., Alegría, A., Craig, 
M., Langsdorf, S., Löschke, S. [et al.], 2022. Climate Change 2022: Impacts, Adaptation and 
Vulnerability. In: IPCC Sixth Assessment Report. Netherlands: IPCC Publisher, 3675 p. 
https://doi.org/10.1017/9781009325844 

3 Mokhov, I.I., Akperov, M.G., Lupo, A.R., Chernokulsky, A.V. and Timazhev, A.V., 2011. 
Regional Climate Extremes in Northern Eurasia Associated with Atmospheric Blockings: Interannual 
Variations and Tendencies of Change. AGU Fall Meeting Abstracts, 2011, pp. GC43F-06.
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and Scandinavia. In this region, blocking is clearly manifested in extensive 
anomalies of the geopotential height of 500 hPa isobaric surface [20]. Consideration 
of such a pressure distribution was applied to create blocking indices [20] which 
make it possible to determine the presence of blocking at a specific longitude at 
a specific time based on gradients in the geopotential height field. The Tibaldi and 
Molteni blocking index is often used to verify calculations of blocking regimes 
in climate models, reanalyses and observational data 4 [9, 18–22]. 

Despite the large number of works analyzing the relationship between regional 
climatic anomalies in the European region of Russia and blocking processes in 
the atmosphere, there are few such studies for the Black Sea region, which are 
mainly focused on temperature anomalies or precipitation/droughts [3, 5, 23]. 
Studies of the causes of anomalous situations with steady winds and their 
relationship with blockings in the mid-troposphere have not been performed. At 
the same time, the wind regime is one of the important conditions for economic 
activity and human life. Knowledge of the wind regime and consideration of wind 
direction are important in the construction of hydraulic structures [24], forecasting 
wind waves, surge phenomena [25, 26], upwellings and storm conditions [27, 28] in 
the Black Sea region. In addition, the wind regime largely determines the nature of 
water circulation and changes in the thickness of the mixed layer [29, 30] and also 
affects regional weather conditions [31]. The cases where the wind direction is stable 
for a fairly long time are of particular interest. This determines the relevance of such 
studies. Therefore, the main purpose of the work is to identify situations with long 
winds over the Black Sea for the cold period of the year and to determine 
the relationship between the occurrence of such events and large-scale processes in 
the surface layer and mid-troposphere. 

Materials and methods 
In this work, we used the data from the ERA5 atmospheric reanalysis (0.25° × 

× 0.25°) [32] for 1979–2021: 
– 6-h data on wind speed (m/s) at a height of 10 m above the Black Sea;
– 6-h data on surface pressure (hPa) and geopotential of the 500 hPa isobaric

surface in the area bounded by coordinates 35–75°N, 10°W–100°E. 
The direction of the wind prevailing over the Black Sea was determined for each 

6-h period as the velocity vector direction, zonal and meridional components of 
which were obtained by averaging the wind speed components according to the data 
covering the sea area. The obtained direction was compared with one of eight main 
geographical directions: northern (N), north-eastern (NE), eastern (E), south-eastern 
(SE), southern (S), south-western (SW), western (W), north-western (NW).  

4 Davini, P., 2013. Atmospheric Blocking and Winter Mid-Latitude Climate Variability: Tesi di 
Dottorato. Venezia: Universita Ca' Foscari, 141 p.  
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From the obtained time series, we identified cases with extremely steady winds, 
when the wind direction did not change for twenty 6-hour periods (i.e., 5 days) or 
more. For the identified situations, we calculated additionally the average wind 
direction by all grid nodes ϕ  (°) 

∑∑
= =

ϕ=ϕ
N

i

K

j
ijNK 1 1

1

 
and its deviation ∗ϕ (°) from the direction of geographic reference. Here, ijϕ is wind 

direction at each grid node; N is number of grid nodes over the sea area; K is 
number of 6-hour periods in a situation with steady wind. 

To identify atmospheric conditions that lead to the occurrence of long-term 
situations with steady winds, the decomposition of 500 hPa geopotential height 
fields and surface pressure for a set of cases with these winds into empirical 
orthogonal functions (EOFs) was performed. The method consists of decomposing 
the initial field F(x, t) into certain functions Xn(x) with coefficients Tn(t) (n = 1 … N, 
where N is number of periods with steady winds)  5 [33]. In this case, only one 
condition is applied as a basis for determining the unknown functions: the sum of 
squares of the decomposition errors over all points of a given set of fields must reach 
a minimum for any n. 

To test the hypothesis that the situations with long-lasting winds possibly occur 
in the mid-troposphere due to blocking, the blocking index was calculated on 
the dates when the cases with such winds took place. The calculation was carried out 
according to the method proposed by Tibaldi and Molteni [20]. For each latitude, 
the northern GHGN (north geopotential height gradient) and southern GHGS 
(southern geopotential height gradient) gradients (in m/°) between the values of 
500 hPa geopotential height were calculated: 









φ−φ
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GHGN ,             (1) 


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where ,80 δ+°=φ Nn  ,600 δ+°=φ N  ,40 δ+°=φ Ns  .5,0,5 °+°−=δ

Blocking occurs when conditions 10,0 −<=> GHGNGHGS  are satisfied at 
least for one δ  value. Southern gradient GHGS determines the measure of blocking 
intensity, while the northern gradient GHGN eliminates false blocking cases [20]. 

5 Björnsson, H. and Venegas, S.A., 1997. A Manual for EOF and SVD Analyses of Climatic Data. 
CCGCR Report, 97(1), pp.112-134. 
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Time series of 500 hPa geopotential height were previously smoothed by 
a 5-day moving average at each point of the spatial grid to ensure the search for 
prolonged blocking events. 

Results and their discussion 
Cases with long-lasting winds over the Black Sea. During the cold period of 

the year, 10 cases with extremely steady winds, when the prevailing wind direction 
over the sea did not change for 5 days or more (twenty or more 6-hour periods) 
(Table), were identified. In seven of all the identified cases, the north-eastern (NE) 
wind prevailed, in one case the northern (N) one, in one case the eastern (E) and in 
one case the steady south-western (SW) wind. Wind direction ϕ deviates from that 
of the geographic reference by an average of −6.6° (Table). The most frequent 
cases are the ones with steady north-eastern winds, they accounted for ∼ 62% of all 
identified situations. Note that north-eastern winds also have the highest frequency 
per year – 18% according to long-term data [34, 35]. 

Characteristics of long-lasting wind cases over the Black Sea region 

Case Date Wind 
direction 

Duration, 
day 

∗ϕ ,°
Blocking 

index 

max 
GHGS,

m/° 

Vmean, 
m/s 

Vmax, 
m/s 

1 11–16.03.1986 NE 5.75 –8.2 +   7.0   7.0 11.6 

2 01–07.01.1993 NE 6.50   4.3 +   5.0   9.7 16.6 

3 07–14.12.1995 NE 8.75 –7.8 +   7.0   6.4 11.9 

4 23–28.12.1995 SW 5.00 –4.9 - <0 10.3 16.0 

5 14–19.01.2001 NE 6.50 –7.3 +   5.0   7.7 13.6 

6 28.11–03.12.2002 E 6.25   1.5 - <0   6.3 16.7 

7 07–12.02.2008 NE 5.75 –7.8 +   7.0   7.1 12.6 

8 28.01–02.02.2012 N 5.25 –9.1 + 11.0   7.4 14.8 

9 08–13.02.2017 NE 5.25 –10.2 +   8.0   6.5 16.9 

10 22–27.03.2020 NE 5.25 –4.9 +   6.8   6.1 16.4 

It is known that blocking events in the mid-troposphere are not rare. According 
to [16, 21, 36], the total number of days with atmospheric blocking in Europe during 
the winter season is 33 days and three independent blocking episodes on average. 
We identified only 10 cases with extremely steady winds lasting for 5 or more days. 
However, there can be more cases with steady winds of shorter duration (e.g., 3–
4 days). At the same time, not all possible situations with a sufficiently stable wind 
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direction over the sea caused by blocking processes can be detected, since regional 
atmospheric processes can distort the wind direction at certain times. 

It should be noted that, according to the results of calculations [21], a number 
of climate models presented in the sixth assessment report of the Intergovernmental 
Panel on Climate Change predict a slight decrease in the average number of 
atmospheric blockings in Europe in winter during the 21st century 1. 

Large-scale atmospheric conditions for a set of situations with steady winds 
The EOF method made it possible to identify the leading spatial modes for cases 

with steady winds in the Black Sea. As a result of the analysis, we obtained the first-
mode spatial structure of 500 hPa geopotential height containing 65% of 
the variability (Fig. 1, a). Distribution includes a large area of positive geopotential 
height anomalies covering the north of Europe and extending to the Ural 
Mountains/Caspian Sea. The anticyclone center is located in the Scandinavian 
Peninsula which is typical for the position of a blocking anticyclone (blocking). 

The contribution of subsequent spatial modes of 500 hPa geopotential height 
from the second through the fifth is noticeably smaller; it was 9, 7, 6 and 4%, 
respectively. 

Decomposition of the set of surface pressure fields into empirical orthogonal 
functions yields similar results. In the spatial structure of the first mode, a vast area 
of positive surface pressure anomalies is located over Central Europe and 
the European part of the Russian Federation in all seasons (Fig. 1, b); the first mode 
accounts for 47% of the surface pressure field variability at that. The contribution of 
subsequent modes, from the second to the fifth, of the surface pressure field for all 
cases of steady winds was 21, 9, 5, and 4%, respectively, in the cold season. Note 
that due to the greater spatiotemporal variability of surface fields, contribution of 
the leading first mode is less than that in the mid-troposphere. 

The first mode distribution obtained for surface pressure generally 
corresponds to the typical pressure field characteristic of northern, north-eastern 
and eastern winds over the Black Sea [34, 37]. Winds of such directions arise on 
the periphery of a large-scale anticyclone located northwards and north-eastwards 
of the Black Sea. 

It is known that the removal of cold/arctic air from high latitudes to 
the eastern/south-eastern periphery of anticyclone is typical for such atmospheric 
conditions in winter 4. The results [3] show that blocking anticyclones arising in 
the Central European region result in the emergence of negative air temperature 
anomalies near the Black Sea northern coast. At the same time, blocking events over 
the north-eastern part of Europe/Urals form areas of positive temperature anomalies 
covering the Black Sea region. 
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F i g.  1. Distribution of the first modes of the 500 hPa geopotential height anomalies (a) and the surface 
pressure field (b) for the cases of long-lasting northern, north-eastern and eastern winds in a cold season 

North-eastern wind. Atmospheric conditions in the mid-troposphere for all 
cases with the long-lasting north-eastern wind over the Black Sea (cases 1–3, 5, 7, 
9, 10, Table) satisfy the blocking conditions determined by the Tibaldi and Molteni 
index. This is the largest number of cases with long-lasting winds. The maximum 
southern gradient of 500 hPa geopotential height representing the measure of 
blocking intensity is 5–7 m/°. In these cases, a low-mobility blocking structure of 
omega shape or close to it is observed in the geopotential height distribution (Fig. 2). 

The analysis of geopotential height fields revealed that the blocking 
anticyclone center was stably located over Eastern Europe in cases 1 
(11–16.03.1986) and 2 (02–07.01.1993). The blocking cyclone dominated over 
the Scandinavian Peninsula in cases 3 (07–14.12.1995) and 9 (08–13.02.2017). 
The blocking anticyclone center was located over the north-western part of Europe 
in cases 5 (14–19.01.2001), 7 (07–12.02.2008) and 10 (22–27.03.2020). High-
pressure area extended slowly eastwards, where the blocking conditions were also 
met (formulas (1) and (2)) in cases 2, 5, and 10. In the listed cases, a high-pressure 
area was present in the surface layer, and north/northeast winds prevailed on 
the south-eastern periphery [34, 37]. 
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F i g.  2. Distribution of the 500 hPa geopotential height, sea level pressure (hPa, white isolines) 
(a) and wind field at the 10 m height (b) for 07.12.1995, 12:00 (a case of long-lasting north-eastern 
wind) 

As an example illustrating cases with a steady north-eastern wind, Fig. 2 
demonstrates the distribution of 500 hPa geopotential height anomalies (Fig. 2, a) 
and surface pressure distribution (Fig. 2, a) for case 3, 07–14.12.1995 (Table). The 
high-altitude blocking anticyclone was located over the northern part of the 
European territory of Russia and the Scandinavian Peninsula. The blocking 
structure in the mid-troposphere had a well-defined shape of the Greek letter Ω with 
low-pressure areas at the base on the eastern and western sides. At this time, a north-
eastern wind with a maximum speed of 12 m/s blew over the Black Sea (Fig. 2, b, 
Table) and surface temperature anomalies reached minus 6–7 °C, according to 
the following websites: https://psl.noaa.gov/cgi-bin/data, 
https://www1.wetter3.de/archiv_gfs_dt.html. 
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F i g.  3. The same as in Fig. 2, for 01.02.2012, 12:00 (a case of long-lasting northern wind) 

Northern wind. A case with long-lasting northern wind (case 8 from the Table) 
was recorded for the period of 29 January – 2 February 2012. At this time, there was 
a steady blocking of the westerly transport in the mid-troposphere over the North 
Atlantic and Eurasia, characterized by the most intense, compared to all other cases, 
southern gradient (formula (2)) in the 500 hPa geopotential height (11 m/°). 
The blocking process which started in the third ten-day period of January and 
continued in February was accompanied by abnormal snowfalls and cold waves in 
Europe and the European part of Russia. These events are described in numerous 
publications 6 [7, 38–40]. 

6 Grazzini, F., 2013. Cold Spell Prediction beyond a Week: Extreme Snowfall Events in February 
2012 in Italy. ECMWF Newsletter, (136), pp. 31-35. 
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Since mid-January, a typical westerly movement of Atlantic cyclones over 
Central Europe was disrupted due to the strengthening of the Siberian anticyclone 
ridge, stretching from the south of the Urals, its subsequent movement to the north-
west and merging with the high-altitude ridge over the north-eastern Atlantic 
[39, 40]. An extreme increase in positive surface pressure anomalies took place in 
the lower layer of the troposphere [41]. By the end of January – early February, an 
extensive high-altitude blocking anticyclone was located in the north of 
the European part of Russia (Fig. 3, a). At the Black Sea coast, frosts were 
accompanied by strong winds (Fig. 3, b). During the period under review, from 
29 January to 2 February 2012, a northerly wind blew over the Black Sea with 
a mean speed of 7.4 m/s and maximum values of up to 15 m/s. 

The opposite situation developed in the Arctic region at that time. 
The realigning of large-scale circulation that took place during these months created 
favorable conditions for intensive advection of warm air from Western Europe and 
from the Atlantic Ocean to the central region of the Arctic Basin (Fig. 3, b). In 
the Arctic region, average monthly air temperature anomalies exceeded 15 °C [39]. 
At the same time, a polar air invasion from northern Siberia to the European part of 
Russia, central and southern Europe (Fig. 3, b) accompanied by severe frosts took 
place and a cold wave was also observed in eastern Asia [41]. 

Eastern wind. In the case of the long-lasting eastern wind (28.11–03.12.2002), 
the anticyclone center in the mid-troposphere shifted actively starting from 
28 November for several days, from the north of the Scandinavian Peninsula in 
a south-easterly direction to the central part of the European territory of Russia. 
The spatial structure of the anticyclone changed significantly. For example, as of 
1 December, it corresponded to the omega-type blocking (Fig. 4, a), but shifted 
quickly and was characterized by a less-than-zero southern gradient, which did not 
make it possible to identify it as a blocking anticyclone according to the Tibaldi and 
Molteni criterion [20]. By the end of the period, the anticyclone was located 
north/north-eastwards of the Black Sea and then gradually moved east. Easterly 
winds prevailed on its southern periphery over the Black Sea (Fig. 4, b). In general, 
the steady eastern wind with a mean speed of ∼ 6.3 m/s and maximum values 
reaching 17 m/s prevailed over the sea area during the specified period according to 
ERA5 reanalysis data. 

South-western wind. Case 4 with the steady south-western wind was recorded 
in the period from 23 December to 28 December 1995 (Fig. 5). It can be noted that 
this year appears twice in the cases with steady winds identified by us (Table). 
The winter of 1995–1996 is one of the longest in the 20th century second half with 
an increased number of extremes which is partly associated with blocking activity 
intensification 3 [14]. During this period, from 23 December, the cold trough in 
the north-east of Eastern Europe was gradually filled while shifting to the east; an 
intense zonal transfer took place over the south of Europe bringing Atlantic warmth 
to the Black Sea region. This transfer was associated with a cyclone passage across 

PHYSICAL OCEANOGRAPHY   VOL. 31   ISS. 5   (2024) 602 



northern Europe. Later, from 27 December, we observed a cooling over the Black 
Sea region associated with the passage of a cold front of another fast moving cyclone 
which moved quickly eastwards across the region. In addition, a pronounced quasi-
stationary subtropical high-pressure ridge took place (Fig. 5, a) and a relatively high 
stable temperature gradient was observed between the north and south of Europe 
throughout the period under consideration. 

F i g.  4. The same as in Fig. 2, for 01.12.2002, 06:00 (a case of long-lasting eastern wind) 

Thus, it can be concluded that the passage of cyclones one after another across 
the European region accompanied by an intense westerly transfer of air masses and 
a stable high-pressure ridge in the subtropical latitudes (Fig. 5, a) created conditions 
for the prevalence of the south-western wind over the Black Sea (Fig. 5, b). In 
general, the steady south-western wind with a mean speed of ∼ 10.3 m/s with 
maximum values reaching 16 m/s prevailed over the sea. 
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F i g.  5. The same as in Fig. 2, for 24.12.1995, 12:00 (a case of long-lasting south-western wind) 

Conclusion 
The paper identifies and examines cases of extremely steady winds over 

the Black Sea during the cold season (December to March). In total, 10 cases of 
winds lasting for 5 days or more were identified over 1979–2021. Atmospheric 
conditions in the surface layer and mid-troposphere were analyzed for all identified 
cases. 

All cases with long-lasting north-eastern winds and the case with northern one 
were accompanied in the atmosphere by blocking events confirmed by the blocking 
index. Typically, a slow-moving high-altitude blocking anticyclone located over 
northern Europe/Scandinavia or over northern European Russia was present so that 
the Black Sea region was on its south-eastern periphery. In the surface layer, such 
an anticyclone position was accompanied by northern and north-eastern winds. Thus, 
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atmospheric blockings located predominantly over northern Europe can be 
accompanied by steady north-eastern and northern winds over the Black Sea. 

The case with the south-western steady wind is characterized by distinctive 
atmospheric conditions compared to the previous listed cases. At this time, there was 
an intense westerly transfer with the passage of cyclones one after another across 
Europe. In the subtropical belt, a well-defined quasi-stationary high-pressure ridge 
was observed, and at the same time, a relatively high steady temperature gradient 
between the north and south of Europe occurred. Such a pressure distribution 
contributed to the presence of a steady south-western wind over the Black Sea. 

In the future, it is of interest to identify and analyze events with long-lasting 
winds for the warm season. The results of this work can be used for studying currents 
and wind waves in the Black Sea during the periods of identified extremely steady 
winds via numerical modeling. 
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Abstract 
Purpose. The work is purposed at analyzing the regional characteristics of ice accretion 
frequency and meteorological conditions of vessel icing in the Barents Sea region as well as 
long-term trends of these characteristics observed in the context of modern climate change. 
Methods and Results. The results of studying the frequency of ice accretions are obtained by 
statistical processing of standard observations at a network of weather stations located near 
the coast and on the islands of the Barents Sea for the period of 1966–2022. The frequency of 
vessel icing is estimated using the D. Overland method which is based on calculating the spray 
icing intensity involving the data on wind speed, air temperature, sea water temperature and its 
freezing point. The ERA5 reanalysis for 1979–2022 is used as the input data for the D. Overland 
method. The average annual number of days with the atmospheric phenomena during which 
dangerous ice accretions of different types can be formed, is obtained based on the observation 
data. The time trends in the average annual number of days with such phenomena are 
quantitatively evaluated. The reanalysis data processing has permitted to obtain the average 
annual number of days with vessel icing for the Barents Sea area. The regions of the highest 
frequency of extreme vessel icing are identified. The time trends in frequency of the changes 
in a number of days with vessel icing of different intensity are considered for the period of 
1979–2022. 
Conclusions. On the Barents Sea coast, about three days with dangerous ice accretions of 
different types are observed on average annually. From 1966 to 2022, the number of such 
phenomena decreased on average by 0.58 days every 10 years. The highest frequency of marine 
icing is revealed in the eastern part of the Barents Sea and near the western coast of Novaya 
Zemlya where the average number of days with extreme icing exceeds 30 days per year. In 
course of the period of 1979–2022, both a decrease in the average annual number of days with 
icing up to three ones per year (south of 75°N and west of 50°E) and their increase up to three 
days per year (in the northern and eastern parts of the Barents Sea) were observed. 

Keywords: Arctic, Barents Sea, climate changes, climate risks, hazardous hydrometeorological 
phenomena, icing, ice accretion, glaze ice, reanalysis, ERA5 
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Introduction 
Interest in the Arctic region climate changes has been steadily increasing in 

recent decades. This is mainly due to the fact that the average annual air temperatures 
in high latitudes rise much faster than in the world as a whole. The frequency of 
certain dangerous hydrometeorological phenomena is also increasing 1 [1]. 

Hydrometeorological conditions of vessel icing in the Barents Sea and ice 
accretion on its coast are the subject of study in this work. Phenomena of this type 
have a significant impact on the development of human economic activity [2]. 
Atmospheric and marine icing complicates significantly the process of gas and oil 
exploration and production as well as their transportation [3, 4]. Under conditions of 
intense icing, sea vessels can lose stability and capsize. The loss of vessels due to 
icing, much less a threat of their loss, is not such a rare phenomenon in some areas 
of the World Ocean 2. It is assumed that marine activities will strongly develop in 
the polar and subarctic regions as a part of overall economic development including 
transport, fisheries and tourism [5]. In this regard, the study and understanding of 
risks associated with icing phenomena in the Arctic are an urgent task. 

On land, icing is associated with atmospheric processes. The first process is 
associated with precipitation icing which causes the formation of ice and wet snow 
accretion. The second is in-cloud icing which leads to the formation of hard and 
soft rime. The greatest hazard is posed by ice, hard rime and wet snow accretion [6]. 

In the sea basins, the most significant type of marine icing is that in the flow of 
sea spray, formed when waves hit the hull of a vessel. This icing is called spray icing. 
Mixed icing is formed on vessels under the combined impact of spray and 
atmospheric icing 3. According to statistical calculations, ice accretion takes place 
on the surface of a vessel as a result of spray icing in 90% of cases [7]. 

Icing intensity depends on various hydrometeorological conditions which, in 
turn, are subject to atmospheric processes. Ice accumulation increases with 

1 Kattsov, V.M., 2022. The Third Assessment Report on Climate Change and Its Consequences 
on the Territory of the Russian Federation. Saint Petersburg: Science-Intensive Technologies, 676 p. 
(in Russian). 

2 Aksyutin, L.R., 1979. [Icing of Ships]. Leningrad: Shipbuilding, 128 p. (in Russian). 
3 Kachurin, L.G., Smirnov, I.A. and Gashin, L.I., 1980. [Icing of Ships]. Leningrad: LPI, 56 p. 

(in Russian). 
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the growth of waves caused by strong winds. High wind speeds can be associated 
with mesoscale cyclones with a short lifespan [8]. 

Previously performed studies have shown that both a trend towards the icing 
frequency decrease in some areas and a trend towards its increase in others have been 
observed on the Barents Sea coasts and waters over the past decades [9]. Climate 
warming cannot mean an unambiguous decrease in the number of cases of vessel icing. 
It is necessary to analyze the combination of factors that lead to ice accretion [10, 11]. 

The work is purposed at analyzing the regional features of ice accretion 
frequency and meteorological conditions of marine icing in the Barents Sea area as 
well as long-term trends in these characteristics observed under modern climate 
change conditions. As a result of this work, we obtained spatial and temporal 
distribution of ice accretion on the Barents Sea coast over a long-term period using 
observation data from weather stations. Spatial distribution of marine icing 
characteristics over a long-term period using ERA5 reanalysis data was obtained and 
time trends in the number of days with conditions for spray icing of vessels in 
the Barents Sea for the modern climate were estimated. 

Research materials and methods 
This paper examines various types of hydrometeorological phenomena that lead 

to icing of sea vessels as well as offshore structures on the coast and in the sea basins. 
In this regard, various approaches to the analysis of these phenomena were chosen. 

The analysis of ice accretion distribution on the Barents Sea coast was based on 
urgent observation data from weather stations. The main meteorological parameters 
were obtained from the FSBI “RIHMI-WDC”open data archive 4. 

This archive contains urgent observation data from 521 stations for 
the observation period from 1966 till the present. The list of stations is based on that 
of Roshydromet stations included in the Global Climate Observing Network. During 
the study, weather stations located on the coast of the Barents Sea and on the islands 
in its waters were selected. In addition, several weather stations located on the coasts 
of the White, Greenland and Kara Seas were selected.  

To assess the frequency, spatial distribution and temporal changes, the average 
annual number of days with atmospheric phenomena potentially leading to severe 
ice accretion was obtained for each weather station. Days with such phenomena were 
considered to be the ones when at least one meteorological period corresponds to 
a certain weather code. 

4 Bulygina, O.N., Veselov, V.M., Razuvaev, V.N. and Aleksandrova, T.M., 2014. Description of 
the Dataset of Observational Data on Major Meteorological Parameters from Russian Weather 
Stations. Database State Registration Certificate No. 2014620549 (in Russian). 
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Time periods during which the observer recorded freezing precipitation were 
taken as glaze ice cases. Glaze ice accretions have high density and strength, 
therefore, all periods during which we observed freezing precipitation were 
considered potentially dangerous. 

The KN-01 code does not differentiate between hard and soft rime. 
Therefore, the analysis was carried out on days corresponding to fog with rime 
accretion. In order to filter out soft rime accretion, we selected only those rime cases 
that were observed in the air temperature range from –10.3 to –0.7 °C and at a wind 
speed of 2 m/s or more. Previously, based on the processing of instrumental 
observation data, it was indicated that 90% of hazardous (more than 50 mm in 
diameter) hard rime accretions in Russia were formed precisely within this 
temperature and wind range [12]. Such data filtering makes it possible to remove 
the majority of soft rime accretions from the sample as it does not pose a serious 
hazard and is formed under light winds and air temperatures below –10 °C. 

Filtering of samples was also performed for identifying days with wet snow, for 
which the KN-01 code does not provide a separate code. To identify wet snow, we 
selected days on which precipitation was observed in the form of moderate continuous 
or heavy snow, falling at an air temperature from 0 to 0.6 °C and a wind speed under 
1 m/s. This range was previously substantiated by the authors of the work as the most 
favorable one for the formation of dangerous wet snow accretions [12]. 

As a result, the average annual number of days with atmospheric phenomena 
potentially leading to the formation of ice, hard rime and wet snow was obtained for 
each weather station for the period of 1966–2022. Only years without gaps in 
observations during the cold period were considered. Linear time trends were 
obtained for each type of accretions; these trends were tested for reliability using 
the Mann–Kendall criterion [13, 14]. This criterion was previously used by other 
authors to assess trends in the ice accretion characteristics [15]. 

Next, spray icing was considered. This type of icing is the most intense and 
poses the greatest hazard to seagoing vessels. Icing probability and factors 
contributing to spray icing can be determined by various statistical methods [16]. 
Most of the methods are based on determining the sea icing probability as a set of 
specified intervals of values of meteorological parameters: wind speed, water and air 
temperature. For example, the methodological guidelines for preventing the threat of 
vessel icing developed at AARI to determine the icing probability and intensity 
include a combination of wind speed and air temperature 5. Similar methods are also 
applied in the fishing industry 6. 

5 Borisenkov, E.P. and Pchelko, I.G., eds., 1972. [Methodological Guidelines for Preventing the 
Threat of Icing on Ships]. Leningrad: AANII, 81 p. (in Russian). 

6 Giprorybflot, 1983. [Instruction on Prevention of Accidents and Struggle for Survivability of 
Vessels of the USSR Fishing Industry Fleet]. Leningrad: Transport, 120 p. (in Russian). 
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In this paper, the method proposed by D. Overland was applied for calculating 
the intensity of marine spray icing. This method provides the determination of icing 
rate of sea vessels using the icing index [17]. In addition to wind speed and air 
temperature, this icing index also considers the values of sea water temperature as 
well as its freezing temperature. 

The formula for calculating icing index PPR has the following form: 
 

𝑃𝑃𝑃𝑃𝑃𝑃 =
𝑉𝑉a(𝑇𝑇f − 𝑇𝑇a)

1 + 0.4(𝑇𝑇w − 𝑇𝑇f)
, 

 

where PPR is icing index proportional to its intensity; Va is wind speed, m/s; Tf is 
sea water freezing point; Ta is air temperature and Tw is water temperature, °С. 

The obtained values of icing index PPR correspond to different intensities of 
icing rate (Table 1). 
 

T a b l e  1 
 

Ratio between icing index PPR and icing rate IR 
 

Parameter 
Icing class  

Light Moderate Heavy Extreme Particularly 
extreme 

PPR, (m⋅°С)/s > 0 > 20.6 > 45.2 > 70.0 > 83.0 
Icing rate IR, cm/h > 0 > 0.7 > 2.0 > 4.0 > 5.3 

 
The following empirical formula exists for converting icing index into icing rate 

IR (cm/h): 
 

IR = A(PPR)+B(PPR)2+C(PPR)3, 
 

where A, B, C are empirical constants (A = 2.73·10−2, B = 2.91·10−4, C = 1.84·10−6). 
The meteorological data applied for constructing the icing rate fields by 

the D. Overland method were the ERA5 reanalysis data available on regular latitude 
and longitude grids with a resolution of 0.25° × 0.25° [18]. The calculations for 
the Barents Sea area from 1979 to 2022 were carried out with one-hour frequency. 

The PPR index was calculated for each period from 1979 to 2022. The index 
was calculated only for grid cells that contained sea surface temperature data 
(corresponding to “sea” cells) as well as for cells in which sea ice occupied less than 
50% of the cell area. If the proportion of sea ice in a cell was more than 50%, then 
we assumed that spray icing was absent. 

Next, the average monthly and average annual values of number of days with 
sea vessels icing of varying intensity (all cases of icing and extreme icing) were 
calculated. Any day during which icing of a given intensity was observed at least in 
one of 24 periods of hourly reanalysis data was considered to be an icing day. To 
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identify all days with icing, the intensity PPR > 0 was set as well as PPR > 83 for 
days with extreme icing. 

After estimating average values using the least squares method, long-term linear 
trends in the number of days with sea icing were obtained. The resulting trends were 
tested for reliability using the Mann–Kendall criterion [13, 14]. 

 
Results and discussion 

Table 2 presents the obtained data on the average annual number of days with 
atmospheric phenomena that can lead to the formation of hazardous ice accretion on 
the Barents Sea coast and in its waters.  

Based on these data, a schematic map of the frequency of days with dangerous 
phenomena of each type was constructed. The map-scheme for each weather station 
represents a circular diagram indicating the share of average annual number of cases 
of atmospheric phenomena that cause the formation of various-type ice accretions. 
The obtained data indicate that it is impossible to single out the predominance of any 
atmospheric phenomenon in the region under consideration (Fig. 1). 

The highest frequency of fogs with rime accretion formed at sufficient wind 
speed and a temperature range favorable for hard rime formation is observed in 
the southeastern part of the Barents Sea. A fog with rime accretion is also often 
observed at several weather stations located far from the coast – Murmansk and 
Polyarny. 

The spatial distribution pattern of the number of days with freezing precipitation 
is extremely heterogeneous. However, we can make some assumptions regarding 
this distribution. Glaze ice is least common at Konstantinovsky Cape and Fedorov 
station. These are weather stations located in the southeast of the Barents Sea and in 
the Kara Strait on the Kara Sea side, respectively. In this location, there is a low 
frequency of warm fronts with thermal stratification of the “warm nose” type with 
a characteristic raised layer of warm air, leading to the formation of freezing 
precipitation. Low frequency of freezing precipitation in the Murmansk area can be 
due to the immediate proximity of the Murmansk Coastal Warm Current which 
promotes the existence of a warm lower layer of the atmosphere preventing 
the formation of freezing precipitation. 

Spatial features of wet snow frequency are traced more clearly. It is known that 
wet snow accretion is most often formed at air temperatures from −0.1 to 0.3 °C and 
at low wind speeds (from 1 to 4 m/s) or in calm weather [12]. This is due to 
the physical properties of snow: snowflakes are large in size, with high windage, 
easily blown away by strong winds from objects on which icing occurs. Therefore, 
the wind should not be too strong throughout the icing phase for the formation of 
hazardous wet snow accretion. This is associated with the fact that the highest 
frequency of hazardous wet snow accretion is observed in the White Sea area as well 
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as at some weather stations with a high frequency of near-zero air temperatures and 
low wind speeds due to their location in orographically protected relief forms. For 
example, Barencburg is located on the Isfjord coast and Vaida Bay weather station 
is located in the bay of the corresponding name. Murmansk and Polyarny are also 
located in the Kola Bay. 

 
T a b l e  2 

 
Average annual number of days with potentially hazardous weather events (AN)  

and linear trend values (days/10 years) for the period of 1966–2022 
 

Weather station 
Rime fog Freezing  

precipitation Wet snow All events 

AN trend AN trend AN trend AN trend 

Krenkel 0.72 -0.28 2.72 -0.97 0.35 -0.01 3.79 -1.26 

Barencburg 0.33 0.08 0.71 0.14 2.50 0.18 3.54 0.40 

Malye Karmakuly 0.37 -0.20 1.19 -0.65 0.23 -0.03 1.79 -0.88 

Fedorov 2.93 -0.33 0.23 -0.08 0.09 -0.04 3.25 -0.45 

Vaida Guba 0.38 0.11 0 0 0.43 -0.05 0.81 0.06 

Polyarny 1.47 -0.01 0 0 0.84 0.01 2.31 0 

Teriberka 0.12 -0.03 0 0 0.55 -0.08 0.67 -0.11 

Kolguyev Severny 2.06 -0.27 0.81 -0.27 0.31 -0.06 3.18 -0.60 

Murmansk 1.71 -0.19 0.08 0 1.51 -0.04 3.30 -0.24 

Svyatoy Nos 0.25 -0.17 0.19 -0.06 0.31 -0.01 0.75 -0.24 

Kanin Nos 4.06 -0.17 0.32 0.11 0.28 0.06 4.66 0 

Kandalaksa 0.16 -0.02 0.63 0.1 2.33 0.38 3.12 0.46 

Sojna 5.52 0.18 1.73 -0.16 0.2 -0.03 7.45 -0.02 

Indiga 1.33 -0.61 0.63 0 0.27 -0.07 2.23 -0.67 

Umba 0.81 -0.04 0.56 -0.33 1.17 0.31 2.54 -0.06 

Sosnovets Island 1.24 -0.41 0.59 -0.24 0.37 -0.12 2.2 -0.77 

Gridino 0.43 -0.26 1.11 -0.61 0.54 -0.08 2.08 -0.95 

Zizgin 1.38 -0.37 0.4 -0.18 0.32 -0.11 2.10 -0.65 

Kem port 0.95 0.09 0.27 -0.02 0.82 0.12 2.04 0.18 

Arhangelsk 0.57 -0.17 1.12 -0.01 1.12 0.23 2.81 0.06 

Onega 0.21 -0.07 1.68 0.37 1.88 -0.02 3.77 0.28 

Konstantinovsky Cape 3.60 -0.28 0.50 -0.09 0.17 -0.03 4.27 0.33 
 

N o t e. Significant trends are in bold. 
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F i g.  1. Map of the average annual number of days with hazardous atmospheric phenomena for 
the period of 1966–2021 based on visual observations 
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This work is mainly focused on the phenomena that can result in the formation 
of hazardous ice accretion. As already noted in Research Materials and Methods, 
the work involved filtering the data of the main observations with regard to 
previously obtained ranges of air temperature and wind speed characteristic of 
hazardous ice accretion of each type. 

The process of data filtering can be approached in different ways. The use of 
stricter criteria leads to a significant reduction in the selected events. For example, 
when selecting the wet snow events, it was assumed that wet snow accretion can be 
formed at a speed of up to 1 m/s, inclusively. If it were assumed that dangerous wet 
snow accretion could only form in calm weather, the number of selected wet snow 
events would be reduced threefold. On the contrary, if potentially hazardous 
snowfalls were considered to be the snowfall events at air temperatures from −2 to 
2°C at any wind speed, then the average number of days with wet snow in 
the Barents Sea region would increase by 45 times – from 0.75 to 33 days per year. 

The same applies to fogs with rime formation. To tighten the selection criteria, 
we can rise the wind speed, increasing the density of the flow of supercooled fog 
droplets and thereby leaving the cases of the most intense hard rime deposits and 
excluding an increasing part of the cases of soft rime.  

Table 2 presents the estimates of linear trends for the number of days with 
atmospheric phenomena leading to the formation of hazardous ice accretion for 
the 1966–2022 period. Estimates for fogs with rime accretion, freezing precipitation 
and wet snow are given separately. Estimates of the trend for the number of days 
with all phenomena are also presented. The Mann–Kendall test [13, 14] revealed that 
some of the obtained trends were reliable for the 5% significance level. 

It is shown that significant trends in the number of days with rime have negative 
values from −0.61 to −0.07 days per decade. The number of days with freezing 
precipitation also tends to decrease. Linear trends in the number of days with wet 
snow are significant only at 4 stations out of 22. In general, the trends in the number 
of days with wet snow can be assessed as near-zero, weakly significant, with 
individual remarkable positive changes at Kandalaksha, Umba and Onega weather 
stations.  

Since in this paper the trends in the number of days with atmospheric 
phenomena causing the formation of ice accretion were considered in the context of 
climate risks in the Arctic, it is appropriate to estimate the trend in the total number 
of such phenomena. 

Fig. 2 represents a schematic map showing the linear trend value of the total 
number of days with observation of all potentially hazardous atmospheric phenomena 
for each weather station over the 1966–2022 period. The trend of the number of days 
for 10 years is shown for convenience.  
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F i g.  2. Map of time trends (number of days / 10 years) of the hazardous atmospheric phenomena 
frequency for the period of 1966–2021  
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It follows from the map that negative trends are observed mainly in the territories 
facing the coasts of the White and Barents Seas. Positive trends are usually observed 
at weather stations with a more continental location. Almost all significant trends have 
a negative sign. The exception is Kandalaksha weather station where the wet snow 
have contributed to the positive trend the most. 

Previously published works estimated the trends in the average annual number 
of days with ice on the territory of Russia [19]. In general, a weak negative trend 
(−0.2 days/year) in the number of days with freezing rain was obtained for 
the Atlantic Arctic. The negative trend in the number of days with hazardous ice 
phenomena obtained in this work is in good agreement with the previously presented 
estimates.  

Despite the fact that this study provides average estimate only for significant 
trends, it is impossible to make an unambiguous and reliable conclusion about long-
term changes in the frequency of potentially hazardous atmospheric icing 
phenomena in the region under consideration. This is due to the fact that the obtained 
values of linear trends are characterized by a large scatter, and the initial data of ice 
accretion visual observations are highly heterogeneous. 

According to the report on the climate features on the Russian Federation 
territory, trends in modern changes in the ice accretion characteristics in Russia 
obtained by instrumental observations reveal that there is an insignificant positive 
trend in the number of days with glace ice and a significant trend in the number of 
days with wet snow accretion for the quasi-homogeneous climatic region of 
the Atlantic Arctic 7.  

Thus, it is possible to expect about three days per year when atmospheric 
phenomena leading to the formation of heavy ice accretion will be observed in 
the Barents Sea region. A number of days with atmospheric icing will probably 
decrease by an average of 0.2 days per decade. The reduction in the number of days 
with icing and the decrease of its impact on vessels and seaport infrastructure can be 
considered to be a positive effect of climate change in the Arctic. However, despite 
the substantial proportion of significant trends, such estimates should be treated with 
caution, considering the complexity of atmospheric observations which affects 
the processed data quality as well as the climate variability of this region. 

The approach based on the data of the main urgent observations can be applied 
to the assessment of changes in the frequency of ice accretion of different intensity, 
primarily for those regions where no instrumental observation data are available. 
However, it should be noted that this method requires testing in territories located in 
other climatic regions of Russia. 

7 Roshydromet, 2022. A Report on Climate Features on the Territory of the Russian Federation 
in 2021. Moscow: Roshydromet, 110 p. (in Russian). 
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Climatology of spray icing in the Barents Sea is further examined in the paper. 
In this case, icing is a set of meteorological factors that contribute to the icing 
formation according to the D. Overland method. The frequency of vessel icing in 
the Barents Sea was obtained for the 1979−2022 period. The highest values of 
the average number of days with icing are recorded westwards of Svalbard and 
Novaya Zemlya as well as on the Kola Peninsula northern coast (Fig. 3, a). Thus, on 
average, more than 150 days with icing are observed in these areas per year. Along 
the mainland coast, the average annual number of days with icing has a non-uniform 
distribution. Along the coastline of Arkhangelsk Oblast and the Nenets Autonomous 
Okrug, vessel icing is observed less frequently than along the Murmansk Oblast 
coastline. Absolute heights above sea level on the Kola Peninsula are higher; this 
can lead to strong katabatic winds and an increase in the number of icing events. 
Under effect of the warm Norwegian Current, the probability of vessel icing is 
significantly reduced, its contribution can be traced to 40°E. In this case, on average, 
no more than 120 days with ice accretion on the vessel surface as a result of spray 
icing are observed during the year. The highest values of the average number of days 
with extreme icing have similar distribution (Fig. 3, b). Thus, extreme icing is most 
often encountered westwards of Svalbard and Novaya Zemlya. In these areas, 
the number of days with conditions for extreme icing is approximately six times less 
than the average number of days with icing in general and ranges from 21 to 30 days 
per year. Northwards of the islands, the icing frequency is relatively low due to 
the formation of a long-term ice cover; on average, less than 10 days with icing of 
vessels are observed per year. Southwards of Svalbard, higher temperatures are 
observed due to the warm Norwegian Current; this also leads to a lower frequency 
of icing. 

 

 
 
F i g.  3. Average annual number of days with vessel icing (a) and extreme icing (PPR > 83) (b) in 
the Barents Sea for the period of 1979–2022  
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F i g.  4. Average number of days with vessel icing in the Barents Sea for each month during the period 
of 1979–2022. Black isolines show the number of days with extreme icing (PPR>83) per month 

 
Further, we will consider annual course of number of days with spray icing in 

the Barents Sea (Fig. 4). Maps of the number of days with sea icing were plotted for 
each month of the year. The results revealed that the greatest number of days with 
icing were observed from October to April. In the areas most favorable for icing, this 
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phenomenon is observed, on average, almost every day (more than 27 days per 
month). The smallest number of days with icing is observed in July. 

Fig. 4 also shows the average long-term number of days with extreme vessel 
icing. During the year, extreme icing is observed most frequently in January (up to 
five days per month). During the warm period of the year from May to September, 
the average number of days with extreme spray icing is less than one per month. 

Let us consider the obtained time changes in the frequency of the total number 
of days with icing per year and the number of days with extreme icing during the year 
(Fig. 5). The distribution fields of these two indicators are similar. 

 

 
 

F i g.  5. Temporal change in the frequency of vessel icing in the Barents Sea for the total number of 
days with icing (a) and for the number of days with extreme icing (b) in 1979–2022. Shading shows 
the areas in which the obtained trends are reliable at the 1% significance level 

 
Due to the average annual increase in air temperature, the sea ice area decreases. 

The areas previously covered by sea ice are water surfaces that are a source of sea 
spray which contributes to the spray icing formation. In this regard, there is an 
increase in the frequency of vessel icing in the Barents Sea area located between 
Svalbard, Franz Josef Land and Novaya Zemlya. In some areas, the icing frequency 
can increase by three days per year and more. 

In the south of the Barents Sea below 75°N and west of 50°E, the influence of 
the warm Norwegian Current is observed. Due to the most intense climate warming 
in the Arctic, the average air temperature in this area, not covered by sea ice, 
increases, which leads to a decrease in the frequency of sea icing. In this case, 
the frequency of icing changes by approximately three days per year, now in 
the direction of decreasing cases with ice buildup on the vessel surface. 

For the period from October to April, 53 synoptic events were analyzed and 
conditions for extreme icing during them were diagnosed. It was found that such 
conditions were recorded most often in January (14 cases out of 53), February and 
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December (11 and 10 cases, respectively). In the overwhelming majority of cases, 
conditions for extreme icing were created in the rear parts of cyclones characterized 
by high wind speed and powerful advection of cold air. Both high wind speeds and 
low air temperatures contribute to ice formation and accretion on the vessel surface 
as a result of spray icing. In addition, extreme values were noted in the prefrontal 
region in some cases. Icing was traced in a narrow strip ahead of the warm front. 
The prefrontal region is characterized by wind gustiness decrease and simultaneous 
increase in wind speed. It can be assumed that extreme values of vessel icing in 
the prefrontal region are associated with a wind speed increase. 

 
Conclusion 

The work has studied the spatial and temporal changes in sea vessel icing in 
the Barents Sea and ice accretion on its coast under modern climate conditions.  

It was demonstrated that in this region, on average, there are about three days 
a year with atmospheric phenomena during which hazardous ice accretion can be 
formed on the coast. From 1966 to 2022, a trend towards decrease in the average 
annual number of days with such phenomena was traced. Statistically significant 
linear trend was, on average, about −0.58 days over 10 years. A significant positive 
trend was observed only at Kandalaksha weather station, with other positive trends 
being statistically insignificant. In general, the trends have a large scatter which 
results in the ambiguous conclusion about long-term changes in the frequency of 
atmospheric icing phenomena. 

Frequency of meteorological conditions for seagoing vessel icing is obtained 
using ERA5 reanalysis data for 1979–2022 period. The areas with maximum and 
minimum frequency of the average annual number of days with icing of varying 
intensity are identified. It is revealed that the average number of days with extreme 
icing is more than 30 days per year in some areas of the Barents Sea. The highest 
marine icing frequency is observed in the eastern part of the Barents Sea including 
the area near the Novaya Zemlya western coast. 

It is shown that significant changes in the frequency of vessel icing in 
the Barents Sea have occurred over the past decades. Both a decrease in the average 
annual number of days with icing to three days per year (southwards of 75°N and 
westwards of 50°E) and an increase to three days per year (in the northern and 
eastern parts of the Barents Sea) were observed. 
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Abstract 
Purpose. The purpose of the study is to identify the features of spatial and vertical distribution of 
hydrocarbons in bottom sediments of the coastal area under constant anthropogenic load, and to assess 
the likely sources of their inlet into the marine environment (using Kamyshovaya Bay as an example). 
Methods and Results. The surface layer of bottom sediments (nine stations) and the sediment column 
were sampled in July 2021 as a part of long-term monitoring of the Sevastopol bays jointly performed 
by FRC IBSS and FRC MHI. The features of spatial distribution of hydrocarbons, alkanes and some 
geochemical markers in the surface layer (0–5 cm) and the vertical profile of bottom sediments are 
studied. The 30-year accumulation history of the considered substances in the bay bottom sediments is 
analyzed. The concentration of hydrocarbons in the bottom sediments ranges from 27.6 to 98.5 mg/kg 
that allows us to classify these sediments as low-polluted. A layer-by-layer study of the hydrocarbon 
composition in the bay bottom sediments shows that in the course of 30 years the bottom sediments 
were not significantly polluted with hydrocarbons. The results of analyzing the alkane composition and 
the geochemical marker values make it possible to establish that, as well as in the surface layer, 
the predominant source of hydrocarbon inlet was allochthonous and autochthonous organic matter. 
The increased values of geochemical markers identifying oil pollution indicate the fact that the inlet of 
oil and oil products can be considered a secondary source of hydrocarbons.    
Conclusions. Hydrocarbons in the bottom sediments are distributed unevenly over the Kamyshovaya 
Bay water area, namely in the central part of the bay, a zone of the increased pollution is formed. It can 
be a consequence of the processes taking place in the semi-enclosed bay, as well as conditioned by 
the type of bottom sediments. The results of studying the hydrocarbon composition of bottom 
sediments show that in the course of the past 30 years and up to the present, Kamyshovaya Bay has 
been under the anthropogenic load which fluctuated insignificantly due to the degree of economic 
activity of the port. At the same time, the level of pollution in the bay remains low. 
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Introduction 
The Sevastopol region is home to over 30 bays, some of which have been 

developed into ports. Such port water areas are subject to constant anthropogenic 
impact. Kamyshovaya Bay is no exception [1]. The anthropogenic load on 
the Kamyshovaya Bay waters is attributable to a number of factors, including 
the port’s operational status, the location of the Yugtorsan oil loading enterprise on 
the bay shores, the presence of treatment facilities, a cement plant and the most 
powerful boiler house in Crimea (255 MW) [1]. 

Organic substances of petroleum origin enter seawater not only during the course 
of marine transport operations, but also with storm and sewage waters, including as 
a result of the construction of capital construction projects [2, 3]. Additionally, according 
to previously conducted field observations (June 2012), the bay waters were slightly 
polluted with oil and petroleum products compared to other port water areas (Sevastopol 
Bay, Balaklavskaya Bay). The presence of petroleum hydrocarbons was observed at 
concentrations below the limit of quantitative determination via IR spectrometry in 
the water [1]. 

As proposed by the authors [4], the water purification process in Kamyshovaya 
Bay occurs as a result of the adsorption of organic substances by fine-grained 
material of bottom sediments. The previously obtained data indicate a slight 
decrease in the content of chloroform-extractable substances in bottom sediments 
since 2009. Furthermore, the concentration of petroleum hydrocarbons in the bottom 
sediments did not exceed 100 mg / 100 g until 2015, which corresponds to the natural 
content level of this class of substances [5]. 

However, in later works [6], the results presented by the authors indicate an 
increase in the organic matter content and the absence of significant permanent 
sources of its inflow. It is noted that the increase in the organic matter content against 
the background of decreasing anthropogenic load is explained by the influence of 
natural factors. The maintenance of such trends may lead to the replacement of 
suboxic conditions in the bottom sediments by anaerobic ones, with negative 
consequences for the entire bay area. The natural factors that influence 
the redistribution of organic matter, including hydrocarbons, in the water area 
include the following characteristics of the bay: its semi-enclosed nature, 
the indented coastline, the large number of piers and ship moorings, the uneven 
anthropogenic load, the presence of a protective jetty that prevents water exchange 
between the bay and the open sea, etc. In connection with the above, a constant 
monitoring of the bay water area state is required. Bottom sediments as a “depot” for 
pollutants are the most informative and indicative in terms of time. 

The aim of the study is to identify the characteristics of spatial and vertical 
distribution of hydrocarbons in bottom sediments of coastal water area under 
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constant anthropogenic load and to assess the probable sources of their input into 
the marine environment (using Kamyshovaya Bay as an example). 

Characteristics of the study area 
Kamyshovaya Bay is located in the north of the Heracleian Peninsula. Like 

Streletskaya Bay, it extends deep into the land (Fig. 1). The length of the bay is 
2.75 km, the width at the mouth is 1 km, the depth is 11–18 m; the width in 
the central part is 300–350 m, the depth is 7–12 m, the width at the top of the bay is 
100–130 m, the depth is 6–7 m [7]. 

F i g.  1. Study area (left) and scheme of bottom sediment sampling stations in Kamyshovaya Bay, 
summer 2021 (right) 

At the apex of the bay there is Put’ Ilyicha (a fishery collective farm), Atla LLC 
(works on repair, modernisation and adjustment of technological equipment for 
processing of fish and krill raw materials on fishing vessels and food industry 
enterprises of the Azov–Black Sea basin) and a reloading port complex for 
construction aggregates, designed for unloading metal from ships for further 
processing in the plant. On the eastern side of the bay there is a fishing port, a factory 
for the production of mosquito nets, Victoria (a factory for the production of plastic 
windows), and on the western side – Industriya Penoplasta (a factory for 
the production of polymer materials), workshops for the repair of marine engines, 
Porto Franco (a residential complex). 

According to [8], untreated wastewater from two permanent and one emergency 
outfall, as well as stormwater runoff, flows into Kamyshovaya Bay. 
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Material and research methods 
Bottom sediment samples were collected in the summer of 2021 using a 0.038 m2 

Peterson grab sampler, then placed in sealed bags, labelled and delivered to 
the laboratory in refrigerated equipment. 

To study the vertical distribution of hydrocarbons, bottom sediments were 
collected using a hand sampler with a plexiglass tube and a vacuum seal. In 
the laboratory, the soil column was divided into 2 cm layers, dried, ground in 
a mortar and a portion of the sample was sieved through 0.25 mm cell diameter 
sieves. 

The data on the granulometric composition of the bottom sediments of 
Kamyshovaya Bay were taken from [4, 6]. 

Concentrations of hydrocarbons and n-alkanes were determined at the FRS 
IBSS Spectrometry and Chromatography Collective Use Centre. A detailed 
methodology for the determination of hydrocarbons and n-alkanes is presented in 
[9]. A Kristal 5000.2 gas chromatograph with a flame ionisation detector (FID) was 
used to analyse the alkanes from the hydrocarbon fraction. Hydrocarbons were 
separated on a TR-1MS capillary column of 30 m length, 0.32 mm diameter and 
a stationary phase thickness (100% dimethylpolysiloxane) of 0.25 μm (Thermo 
Scientific). For absolute calibration of the instrument, the standard ASTM D2887 
Reference Gas Oil (Supelco, USA) was used as a hydrocarbon mixture. Chromatec 
Analysis 3.0 software, absolute calibration and percentage normalisation methods 
were used to process the results. 

Nevertheless, it is not feasible to assess all hydrocarbons present in the bottom 
sediments via gas chromatography due to the transformation of organic matter and 
formation of more complex compounds. One illustrative example is that of 
cycloalkanes (naphthenes). A mixture of such organic substances is referred to as an 
unresolved complex mixture (UCM), a chromatographically inseparable background 
(i/b) or a ‘hump’. The calculation of UCM is achieved by subtracting the peak areas 
of chromatographically separated hydrocarbons from the total area of 
the chromatogram [9]. 

To identify the probable genesis of hydrocarbons, a number of diagnostic 
indices (markers) are employed. To differentiate between compounds of 
allochthonous and autochthonous origin, the ratio of terrigenous and autochthonous 
compounds (TAR, TMD, C31/C19), hydrocarbon average chain length (ACL), and 
the ratio of low-molecular and high-molecular homologues (LWH/HWH) are used. 
The application of individual markers enables the clarification of the biogenic nature 
of compounds, particularly the assessment of the contribution of herbaceous and 
woody vegetation to the formation of the allochthonous component of hydrocarbons 
entering bottom sediments. This is achieved through the use of ratios such as: 
C31/C29, Paq. In order to differentiate between petroleum or biogenic hydrocarbons, 
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a number of ratios are employed, including the сarbon preference index (CPI), in 
particular CPI2 calculated for the high-molecular weight part, the ratio of 
the unresolved background to the total content of n-alkanes (UCM/n-alkanes), ACL, 
and LWH/HWH [10–15]. To identify petroleum origin of hydrocarbons, 
the isoprenoid coefficient (Ki = (Pr + Ph)/(n-С17 + С18)) and the ratio of isoprenoid 
alkanes pristane and phytane (Pr/Ph) are also frequently applied [16, 17]. 

In this study we assessed the probable origin of hydrocarbons by analysing 
the values of the following markers: Pr/Ph, Ki, UCM/n-alcanes, LWH/HWH, Paq, 
TAR, ACL, TMD, C31/C19, CPI2, C31/C29 [10–17]. These indices were calculated 
using the formulas [10–17], as presented in Table 1. 

T a b l e  1 

Diagnostic molecular ratios and their typical values 
Diagnostic index (calculation 

formula) [10–17] Value Decoding the result 

1 2 3 

UCM/n-alkanes ˃ 10 Chronic pollution of bottom sediments 
< 10 Fresh inflow of oil 

LWH/HWH=∑(С11-C21)/∑(С22-С35) ˃ 1 Oil origin 
< 1 Terrigenous origin, higher vegetation 

CPI2=(1/2){(C25+C27+C29+C31+C33+
+C35)/(C24+C26+C28+C30+C32+C34)+ 
+(C25+С27+C29+C31+C33+C35)/(C26+
+C28+C30+C32+C34)} 

~ 1 Large share of hydrocarbons of oil origin 
< 1 Predominantly biogenic origin 
> 1 Biogenic influence on hydrocarbon 

composition of terrigenous organic matter 

Ki=(Pr + Ph)/(н-С17 + С18) 
0.8 ≤ Ki ≤ 1.5 Presence of medium degraded oil 
0.3 ≤ Ki ≤ 0.8 Presence of slightly degraded oil 

Ki ≤ 0.3 Presence of fresh oil 
Pr / Ph < 1 Presence of oil in bottom sediments 

Paq=(C23+C25)/(C23+С25+C29+C31) 
0.1 Traces of terrigenous degraded vegetation 

0.1 < Paq < 0.4 Fresh macrophytes 
0.4 < Paq < 1 Aquatic macrophytes 

TAR=(C27+C29+C31)/(C15+C17+C19) High TAR Predominance of terrigenous material 
ACL=[25C25+27C27+29C29+31C31+ 
+33C33]/[C25+C27+C29+C31+C33] Low ACL Oil emissions 

TMD=(C25+C27+C29+C31+C33)/(C15+ 
+C17+C19+C21+C23) 

< 0.5 Autochthonous origin 
0.5 < TMD < 1 Mixed origin 

> 1 Terrestrial vegetation 

С31/С19 < 0.4 Autochthonous matter 
> 0.4 Allochthonous matter 

С31/С29 < 0.4 Predominance of woody vegetation 
> 0.4 Predominance of herbaceous vegetation 

The Statistica 12 software package was employed for the processing of 
statistical data. A cluster analysis of the bottom sediment layers collected in 
Kamyshovaya Bay (station 39) was conducted using a combination method based 
on data on the total hydrocarbon content, UCM value, and the composition features 
of n-alkanes. 
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Results and discussion 
Content, composition and genesis of hydrocarbons in the surface layer of 

the Kamyshovaya Bay bottom sediments 
The granulometric composition of the collected bottom sediments in 

Kamyshovaya Bay is heterogeneous [6]. In the apex (stations 35a, 35, 36) and 
central (stations 37, 38, 39) parts, the sediments were grey silts. At station 40, 
the sediments were shell rock with an admixture of sand. At the bay exit (stations 
41, 42), the sediments were sand with shells and shell detritus. It was observed that 
the mean particle size of the sediments (1.5 mm) is approximately one order of 
magnitude larger than that observed in other bays of Sevastopol [6]. 

As a consequence, the spatial distribution of organic carbon content (Сorg) in 
the surface layer of bottom sediments was also not uniform, with figures of 0.3–0.4% 
in gravel and sand deposits in the bay upper part, 2–2.2% in silt deposits in 
the central part of the bay, and 1.2–1.8% in the apex parts of the bay [6]. These 
figures were markedly lower than those observed in the nearby Streletskaya Bay, 
where the Corg content exhibited fluctuations within the range of 4.28 to 6.3% [9], as 
well as in other bays of Sevastopol [6]. The noted physico-chemical characteristics 
of the bottom sediments largely determined their sorption capacity in general and 
the features of hydrocarbon accumulation in them in particular. 

The distribution of hydrocarbon content in the bottom sediments of 
Kamyshovaya Bay exhibits considerable variation across all sampling stations, with 
a notable unevenness in the distribution across the water area (Fig. 2). The highest 
values were recorded in the central region of the bay (station 38, 98.5 mg/kg), 
followed by the apex (station 35a, 64.5 mg/kg) and the lowest in the area closest to 
the bay exit (station 42, 27.6 mg/kg). 

F i g.  2. Concentrations of hydrocarbons in the bottom sediments of Kamyshovaya Bay 
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The concentrations of hydrocarbons identified in the various lithological types 
of bottom sediments were found to exceed background levels. At stations with silty 
bottom sediments, the concentrations of hydrocarbons were found to be 50 mg/kg, 
which is above the value typically observed in clean zones [18]. In the bay areas with 
a predominance of sand and shells, the concentrations of hydrocarbons (10 mg/kg) 
were also found to be higher than background levels [19]. Nevertheless, it can be 
assumed that such levels have an insignificant effect on the biota state. As indicated 
in the data presented in [19, 20], concentrations of up to 50 mg/kg do not result in 
a notable transformation of the benthic community. 

The mean hydrocarbon concentration in the entire water area of Kamyshovaya 
Bay (nine stations) is 56.4 ± 23.2 mg/kg. For comparison, the hydrocarbon content 
in the nearby Streletskaya Bay fluctuated within the range of 328 to 2175 mg/kg, 
with an average value of 1159.8 ± 35.3 mg/kg [9]. 

The bay water area can be subdivided into three sections: the apex (stations 
35a, 36), the central region (stations 37–39), and the bay exit (stations 40–42). 
The mean concentration of hydrocarbons in the apex section was found to be 
53.3 mg/kg, which is comparable to the overall hydrocarbon concentration observed 
in the bay. The mean concentration of hydrocarbons in the central region was 
74.9 mg/kg, while the concentration at the bay exit was 41.4 mg/kg. Therefore, 
the silt deposits of the central part of the bay exhibit the highest concentrations of 
hydrocarbons and Corg (Fig. 3, a). 

The observation of the maximum concentrations of hydrocarbons in the central 
part of the bay, in conjunction with the granulometric composition of the bottom 
sediments, may be attributed to the geomorphological features of the water area and 
the circulating currents, which result in the accumulation of substances entering 
the marine environment in this particular part of the bay. 

It should be noted that the presence of chromatographically unresolved 
background, indicative of the burial of transformed organic matter, was not observed 
in all chromatograms. The mean concentration of the unresolved mixture in areas 
where it was indicated was found to be (91.2 ± 36.4) mg/kg. The maximum value 
was observed at station 39, with a concentration of 172.3 mg/kg (Fig. 3, b). 
The absence of the ‘hump’ in the chromatograms from three stations at the bay exit 
(stations 40, 41, 42) is primarily attributable to the type of bottom sediments (shell 
rock and sand), which do not contribute to the accumulation of substances [6]. 
The relationship between the ‘hump’ value and the granulometric composition of 
the bottom sediments (the presence of finely dispersed fractions) is confirmed by 
the maximum linear positive correlation (0.86) between the UCM value and 
the proportion of the pelitic fraction. 
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F i g.  3. Spatial distribution of hydrocarbons (a), UCM (b), and n-alkanes (c) in the bottom sediments 
surface layer of Kamyshovaya Bay  

The background in the chromatograms from various recording stations 
exhibited differences in their outlines. At stations 35, 36, 37 and 38, the ‘hump’ had 
bimodal characteristics, with maxima observed in the low-molecular region, 
indicative of the burial of autochthonous material, and in the high-molecular region, 
which is typically associated with the burial of oil products [21]. At stations 35a and 
39, the ‘hump’ was observed in the high-temperature region, which may indicate 
the predominant deposition of oil components and oil products (Fig. 4). 

The mean concentration of n-alkanes was established at (22.7 ± 8.8) mg/kg. 
The lowest concentration (10.5 mg/kg) was observed at the point of exit from the bay 
(station 42) (Fig. 3, c). The spatial distribution of n-alkane concentrations exhibited 
a similar character to that observed in the distribution of hydrocarbons (Fig. 3, a).  

The range of C15–C34 n-alkanes was identified in all samples obtained from 
the bottom sediments of the bay (Fig. 5). Isoprenoid alkanes, pristane and phytane, 
were identified in all samples. The distributions of n-alkanes at stations in the apex, 
central parts and in the bay exit (Fig. 5) were found to have a similar character. 

The principal characteristics of the data set were bimodality (Figs. 4, 5), which 
suggests two distinct hydrocarbon sources. The presence of odd phytoplankton 
peaks was observed to reach its highest concentration within the range of C17–C21 
[21]. The second group of peaks refers to compounds in the range of C27, C29 and 
C31. The odd homologues in this range are genetically related to allochthonous 
organic matter [22] and are typical for coastal areas [10]. 

The distribution of n-alkanes at the stations situated in the outer part of the bay 
had distinctive characteristics. In the low-molecular weight region, the predominant 
peaks were not of a phytoplanktonic nature, but bacterial in origin (C20, C22) [11]. 
The bottom sediments at station 40 exhibited a notably elevated concentration of 
these homologues (57%).  
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F i g.  4. Typical chromatograms of bottom sediments in Kamyshovaya Bay: a – station 38 (distribution 
due to a few sources); b – station 35a 

It can therefore be concluded that the intensive development of phytoplankton 
in the inner part of the water area is reflected in the composition of the bottom 
sediments. Furthermore, this process has a much lower significance for 
the formation of the hydrocarbon composition of the bottom sediments in the outer 
part of the bay, where intensive bacterial transformation of organic matter is noted. 

In order to establish the source of hydrocarbons in surface bottom sediments, 
diagnostic indices were calculated and their values at the sampling stations are 
presented in Table 2. 

CPI2 values at stations 35, 37, 38, 39 were close to 1, which may be an indication 
of relatively fresh oil pollution [12]. At the remaining stations 35a, 36, 40, 41, 42, 
the marker values were higher than 1, which may be an indicator of the prevalence 
of biogenic matter (Table 2).  
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F i g.  5. Composition of n-alkanes in the surface layer of bottom sediments in Kamyshovaya Bay by 
stations: a – 35a, 35, 36; b – 37, 38, 39; c – 40, 41, 42 

The ratio of pristane to phytane, which is a marker of oil presence, indicated 
the probable presence of oil pollution (Pr/Ph < 1) in almost all the samples collected. 
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T a b l e  2 

Index values in the surface layer of bottom sediments 

Indices 
Stations 

35а 35 36 37 38 39 40 41 42 

Pr/Ph  0.71  0.92  0.47  0.08  0.69  0.22  0.33  0.41  0.21 
Ki  0.24  0.37  0.30  0.19  0.30  0.22  0.80  0.52  0.71 
UCM/n-alkane  3.77  6.32  7.62  5.11  4.79  9.52  0.00  0.00  0.00 

LWH/HWH  0.91  0.89  1.16  0.99  1.13  1.06  2.68  0.60  0.80 
Paq  0.33  0.26  0.27  0.38  0.31  0.34  0.66  0.35  0.46 
TAR  0.83  0.87  0.96  0.78  0.78  0.82  2.25  2.17  1.41 
ACL 29.35 29.52 29.09 29.18 29.43 29.36 27.5 28.16 28.35 
TMD  0.73  0.67  0.67  0.59  0.62  0.58  0.56  1.80  1.36 
C31/C19  1.66  1.45  0.98  1.32  1.65  1.05  0.44  0.88  0.84 
CPI2  1.49  1.20  1.86  1.21  1.34  1.25  1.68  2.25  1.76 
C31/C29  1.88  1.93  0.97  2.13  2.10  1.17  0.06  0.36  0.94 

The isoprenoid coefficient, which enables the estimation of the extent of oil 
biodegradation [17], fluctuated within the range typical of fresh and slightly 
degraded oil pollution. The highest values of this index, which is characteristic of 
slightly degraded oil (0.52–0.8), were recorded at stations 40–42 (Table 2). 

 The UCM/n-alkanes ratio did not exceed 9.52, which is a value that indicates 
modern influx of oil products [23]. The analysis of this marker is in accordance with 
the results obtained from the isoprenoid coefficient. 

A study of oil pollution markers allows us to conclude that the current influx of 
oil and oil products into the bottom sediments, as well as their biotransformation 
there, is a plausible assumption. 

The LWH/HWH index at all stations, with the exception of station 40 (situated 
in the central region of the bay), demonstrates a relatively equal ratio of light and 
heavy homologues, indicating an equal contribution of autochthonous and 
allochthonous hydrocarbon sources [24], which is typical for coastal water areas. 

The Paq index at all stations, with the exception of stations 40 and 42, 
demonstrated a range of 0.26 to 0.38, which suggests that the organic matter present 
in the bay bottom sediments has a predominantly terrigenous origin [25]. It is 
possible that aquatic vegetation makes a significant contribution at stations 40 
and 42. 

The TAR index at stations 35a–39 is less than one, indicating the input of 
autochthonous material into the bottom sediments. In contrast, at the other stations 
the terrigenous material input is dominant. The calculated ACL index indicates 
a combination of herbaceous and woody vegetation contributions. The TMD index 
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at stations 35a–40 exhibited a range of 0.56 to 0.73, indicative of a mixed 
contribution from terrestrial and marine sources. At stations 41 and 42, 
the contribution of terrestrial vegetation is dominant, indicating a lower content of 
odd phytoplanktonic n-alkanes in the bottom sediments of these stations. The C31/C19 

ratio at all stations except station 40 has a high value (0.84–1.66), which reflects 
the predominant contribution of terrestrial vegetation. 

The C31/C29 ratio at stations 35a–39, 42 indicates that herbaceous vegetation is 
the dominant component, whereas at stations 40, 41, woody vegetation plays a more 
significant role. 

The distribution of the principal markers at the sampling stations is illustrated 
in Fig. 6. The indices at stations 35a, 35 and 36 are similar in value, which may 
indicate uniform conditions for the accumulation and transformation of 
hydrocarbons in the bottom sediments of the specified stations. Furthermore, 
the indices at stations 37, 38 and 39 are also comparable on the graph. The indices 
at station 40 differ from those at the other stations, which is most likely due to 
the composition of the bottom sediments (the sampling station is located on 
the limestone slope of the bay). The distribution of markers at stations 41 and 42 is 
distinctive due to their distance from the bay upper part and a more intense water 
exchange observed in this area. 

The results of the studies indicated that the concentration of hydrocarbons in 
the bay bottom sediments demonstrated fluctuations within the range of 27.6–
98.5 mg/kg. In regard to the types of bottom sediments (silts, sands, shell rock) with 
varying degrees of pollution, these indicators align with those observed in relatively 
healthy water areas experiencing anthropogenic load. The analysis of alkane 
chromatograms with predominant peaks corresponding to natural sources of 
hydrocarbons and individual geochemical markers, the values of which correspond 
to the predominance of biogenic organic matter, allows us to conclude that the main 
sources of these hydrocarbons in the bottom sediments are natural processes. 
At the same time, the evidence (CPI2 values at specific stations are close to 
1, Pr/Ph < 1, elevated Ki values, UCM/n-alkanes < 10) indicated a recent flow of oil 
and oil products. 

Long-term changes in the content, composition and genesis of hydrocarbons in 
the Kamyshovaya Bay bottom sediments 

In order to analyse the characteristics of hydrocarbon accumulation by bottom 
sediments and the temporal variability of their input into the bay water area, 
a column of bottom sediments was sampled and divided into 2 cm layers. The studies 
were conducted at one of the stations (station 39) situated in the central region of 
the bay. The sampled column had a height of 14 cm. 
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F i g.  6. Ratio of the main markers in bottom sediments of Kamyshovaya Bay by station: a – 35a; b – 
35; c – 36; d – 37; e – 38; f – 39; g – 40; h – 41; i – 42  
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F i g.  7. Distribution of hydrocarbons, UCM and n-alkanes in the bottom sediments column of 
Kamyshovaya Bay (station 39)  

A relatively uniform distribution of the studied substances was observed 
across the horizons within the depth range of 0 to 10 cm, with the hydrocarbon 
content exhibiting fluctuations between 24.5 and 33.0 mg/kg (Fig. 7). In the deeper 
layers (10–12 and 12–14 cm), a decrease in the hydrocarbon concentration was 
observed, reaching 8.0–14.0 mg/kg. The concentration of n-alkanes in 
the columnar layers had a range of 2.5–11.4 mg/kg. The proportion of n-alkanes 
from hydrocarbons remained relatively consistent, with an average value of 31% 
and a range of 29 to 36%.  

A chromatographically unresolved background was identified in all 
the layers under investigation. A gradual decline in the ‘hump’ was observed 
from the 0–2 cm layer (185 mg/kg) to the 6–8 cm layer (39.9 mg/kg), followed 
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by an increase in the UCM concentration towards the 12–14 cm layer 
(95.9 mg/kg).The change in hydrocarbon, n-alkane and UCM content with depth 
was found to be uneven. The maximum concentration of hydrocarbons 
(37 mg/kg) was observed in the 4–6 cm layer, while the highest UCM values 
were in the 0–6 cm layer (125–185 mg/kg). This may be a consequence of 
changes in the intensity and nature of pollution, with the accumulation of 
an unresolved mixture in the bottom sediments serving as an indicator. 

The bottom sediments in the vertical section of the bay are slightly polluted and 
correspond to the first pollution class [20]. Taking into account the silty nature of 
the bottom sediments, they can be considered conditionally clean (up to 50 mg/kg). 
The literature also indicates that during studies of the bottom sediments of 
Kamyshovaya Bay in the 20th century, slightly elevated levels of petroleum 
hydrocarbons were recorded, which characterises the water body as slightly polluted 
[13]. For comparison, in the column of bottom sediments collected in Streletskaya 
Bay (Sevastopol coast), the concentrations of hydrocarbons were two orders of 
magnitude higher (1488–4558 mg/kg) [9]. 

According to the results of [4], the sedimentation rate in the bay, derived from 
the 210Pbexc vertical distribution data, was 0.47 cm/year. At this rate, the 14 cm layer 
sampled represents 30 years, each 2 cm layer approximately 4.25 years, which allows 
us to estimate the history of hydrocarbon accumulation. 

The maximum concentration of hydrocarbons in the bottom sediments (in terms 
of sedimentation rate) was observed in 2017–2021 (0–2 cm horizon) and in 2009–
2013 (4–6 cm horizon). In 2013–2017 (2–4 cm horizon) the concentration of 
hydrocarbons was lower compared to 2017–2021 and 2009–2013. The minimum 
concentrations of hydrocarbons in the periods 1992–2000 may be associated with 
the economic downturn in Sevastopol and, as a result, a decrease in the turnover of 
the port: in 1993 it decreased to 349 thousand tons/year. A similar trend was 
observed in the water area of Streletskaya Bay [9], indicating a reduced 
anthropogenic load on the coast during this period. 

The increase in hydrocarbon concentrations after 2000 may be due to 
the increased impact on the water surface caused by the construction of new housing 
estates and the use of the bay as an oil and fishing port. At the same time, given 
the low levels of hydrocarbons, the observed variations may be largely natural. 

In the vertical section, n-alkanes in the range C16–C34 were identified (Fig. 8), 
compounds C17–C33 were present in all layers studied. Isoprenoid alkanes, pristane 
and phytane, were identified in 100% of the samples. The distribution of n-alkanes 
was bimodal in all the horizons studied. Autochthonous C19 (2–11%) and C21 (5–
20%) predominated. C17 (up to 2%), which is probably more bioavailable and 
transformed, played a minor role. The bacterial peak C22 (8–11%) was also present 
in significant amounts. The most pronounced allochthonous peak was C31 (12–16%), 
which links the hydrocarbons in the bottom sediments to the herbaceous vegetation 
corresponding to the steppe coast of this region. 
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F i g.  8. Content of n-alkanes in the bottom sediments column of Kamyshovaya Bay (station 39) 

To determine the genesis of hydrocarbons in bottom sediments, diagnostic 
indices were calculated (Table 3). 

T a b l e  3 

Values of n-alkane genesis markers in the vertical profile of bottom sediments 
in Kamyshovaya Bay (station 39) 

Markers 
Layer, cm 

0–2 2–4 4–6 6–8 8–10 10–12 12–14 

Pr/Ph  1.40  0.16  0.28  0.25  1.01  2.37  1.19 

Ki  1.50  0.70  1.20  1.30  1.60  1.60  1.20 

CPI2  1.29  2.03  1.55  1.93  1.69  1.71  0.98 

UCM/n-alkane 18.03 15.04 11.02  5.49  4.54 37.22 23.54 

LWH/HWH  0.80  0.83  0.66  0.74  1.09  0.88  1.06 

Paq  0.37  0.45  0.49  0.35  0.36  0.39  0.28 

TAR  1.67  4.54  2.17  7.21  1.66  2.46  5.07 

ACL 30.00 29.90 30.0 30.0 30.00 30.90 30.30 

TMD  1.10  1.60  1.40  1.90  1.00  1.30  0.80 

C31/C19  1.00  2.60  1.30  5.90  1.20  1.80  5.30 

C31/C29  1.30  1.90  2.00  2.00  3.20  4.30  2.40 

PHYSICAL OCEANOGRAPHY   VOL. 31   ISS. 5   (2024) 641 



In the thickness of the bottom sediments, except for layers 2–4, 4–6, 6–8 cm, 
a predominance of pristane (mainly biogenic) over phytane was observed. In other 
layers this ratio indicates the presence of oil pollution. The isoprenoid coefficient Ki 
in the 2–4 cm layer corresponded to the presence of slightly degraded oil products, 
in the other layers its values indicated presence of oil and oil products of medium 
degradation [17]. Thus, the isoprenoid n-alkane composition in the vertical section 
of the bay bottom sediments corresponds to the periodic uptake and further 
degradation of petroleum hydrocarbons. 

CPI2 values, which ranged from 0.98 to 2.03 in the high molecular weight range 
(average 1.60), may indicate both transformed oil contamination and the biogenic 
nature of OM [14, 26, 27].  

The ratio UCM/n-alkanes varied from 4.54 to 37.22. The minimum ratios were 
noted at the 6–8 and 8–10 cm layers from 2001 to 2009. The maximum value of this 
ratio (37.22) was observed at the 10–12 cm layer corresponding to the period 1996–
2000. The LWH/HWH index values were 0.66–1.09 with an average of 0.87 
indicating the influx of terrigenous material [24]. 

The Paq index varied from 0.28 to 0.49, which corresponds to the predominant 
accumulation of allochthonous compounds. The obtained TAR index values varied 
from 1.66 to 7.21, also indicating the accumulation of allochthonous matter in 
the bottom sediments [25]. 

The average hydrocarbon chain length (ACL) varied within a small range of 
29.90–30.90, which characterises the stability of the organic matter accumulation 
and transformation processes in the water basin. 

The TMD index with values of 1.00–1.90 and the C31/C19 n-alkane ratio indicate 
the predominant burial of high molecular weight hydrocarbons in the bottom 
sediments. 

F i g.  9. Results of cluster analysis of the bottom sediments layers sampled in Kamyshovaya Bay 
(station 39) 

In order to identify periods with different characteristics of hydrocarbon 
background of the bottom sediments of Kamyshovaya Bay, clustering of the bottom 
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sediment layers (Fig. 9) was performed according to the total hydrocarbon content, 
UCM value and n-alkane concentration.  

Over the 30-year period studied, layers corresponding to the period 2000–2009 
were identified (6–8 and 8–10 cm), when the UCM/n-alkane ratio was lower. It can 
be assumed that during this period conditions for the inflow and accumulation of 
hydrocarbons changed. At the same time, the quality of the bottom sediments 
characterised the state of the bay as favourable in all periods studied. 

It can be concluded that the hydrocarbon content in the bottom sediment layers 
of different depths fluctuated slightly and was within the range of 8.0–37.0 mg/kg, 
which corresponds to the indicators for clean water areas. At the same time, 
a chromatographically unresolved background was detected, indicating the burial of 
transformed organic compounds. Based on the analysis of alkane chromatograms 
and individual geochemical markers, the predominant source of hydrocarbons in 
the bottom sediments over the last 30 years has been the natural flux of organic 
matter. Traces of transformed oil are also present. 

Conclusion 
Despite its small size, Kamyshovaya Bay has a clear zoning, which, as shown 

in the literature, is associated with different conditions of organic matter 
accumulation in bottom sediments. As a consequence, hydrocarbons in the bottom 
sediments of Kamyshovaya Bay are distributed unevenly throughout the water area, 
and a zone of increased pollution is formed in the central part of the bay. 
The recorded distribution of hydrocarbon content in the bottom sediments of the bay 
is a consequence of the processes occurring in the semi-enclosed bay and is also 
determined by the heterogeneity of the granulometric composition of bottom 
sediments, which contributes to the accumulation of substances of different nature 
to a different extent. The concentration of hydrocarbons in bottom sediments ranged 
from 27.6 to 98.5 mg/kg, which allows us to classify them as slightly contaminated. 
Judging by the character of chromatograms with predominant peaks corresponding 
to natural sources of hydrocarbons and some geochemical markers (LWH/HWH, Paq, 
TAR, ACL, TMD, C31/C19, C31/C29), the values of which correspond to 
the predominance of biogenic organic matter, the main source of hydrocarbons in 
bottom sediments is the input of autochthonous and allochthonous compounds. 
Markers (CPI2 values at some stations are close to 1, Pr/Ph < 1, increased Ki values, 
UCM/n-alkanes < 10) of recent oil and oil product input were recorded.  

A layer-by-layer study of the hydrocarbon composition of the bay bottom 
sediments revealed that they had not been significantly contaminated by 
hydrocarbons over the past 30 years. The predominant source of hydrocarbons, 
based on analysis of alkane composition and geochemical marker values, and in 
the surface layer, was allochthonous and autochthonous organic matter. Judging 

PHYSICAL OCEANOGRAPHY   VOL. 31   ISS. 5   (2024) 643 



from the values of geochemical markers diagnosing oil contamination, the influx of 
oil and oil products can be considered as a secondary source of hydrocarbons. 

Thus, both over the past 30 years and at present, Kamyshovaya Bay has been 
subject to anthropogenic pollution, with minor fluctuations due to the level of 
economic activity in the port, while the level of pollution in the bay has 
remained low. 
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Abstract  
Purpose. The purpose of the study is to show (using the in situ measurement data) that in autumn under 
parametric resonance conditions, internal waves (IW) are excited in Posyet Bay under the influence of 
seiche vibrations of its level. 
Methods and Results. The spectral analysis methods have revealed a number of IW frequencies close 
to those of the most intensive seiche vibrations of the bay. The Mathieu equation was obtained and 
analyzed for the horizontal component of IW orbital velocity. For the conditions for observing IW, 
the necessary and sufficient conditions for implementing the parametric resonance in the model basin 
approximating Posyet Bay, were formulated. Verification of these conditions has shown that in autumn 
both necessary and sufficient conditions of the parametric resonance between the IW and sea level 
seiche vibrations are fulfilled in the bay. 
Conclusions. The experimental data indicate that in the autumn season a number of IW frequencies are 
close to those of free oscillations of the sea level in Posyet Bay. It is shown that the barotropic currents 
induced by seiche vibrations can excite internal waves by means of parametric resonance.  
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Introduction 
Internal waves (IW) play a significant role in the mixing processes occurring in 

the surface and bottom boundary layers, participating in their formation [1, 2]. Along 
with winter convection, these waves play an essential role in the processes of heat 
and mass transfer in the surface layer of ice-covered basins [3]. 

As is known 1 [4], excitation of IW with frequencies of ~ 0.7 Nmax, where Nmax 
is the maximum value of buoyancy frequency in the basin, occurs due to pressure 
pulsations or tangential wind stress. This paper presents an alternative mechanism 
for the excitation of such waves. It is based on the phenomenon of IW parametric 

1 Miropol’sky, Yu.Z., 1981. Dynamics of Internal Gravity Waves in the Ocean. Leningrad: 
Gidrometeoizdat, 302 p. (in Russian). 
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instability, which can be caused by external effects such as seiche vibrations of 
the basin free surface. This mechanism is particularly effective under conditions of 
parametric resonance, which is a special type of parametrically excited oscillations.  

The study of IW parametric instability in a stratified fluid is a relatively recent 
development, having only commenced in the last few decades [5]. The cited work 
presents a number of considerations regarding the potential for high-frequency 
disturbances to increase in the presence of a low-frequency internal wave. 
A theoretical study of the parametric instability of a weakly nonlinear internal wave 
is presented in [6]. The present study demonstrates that an internal wave of finite 
amplitude can be unstable. In the studies [7, 8], the use of in situ data enabled 
the determination that the steepening of the leading edge of a semidiurnal internal 
wave in Posyet Bay coastal zone results in the effective generation of its harmonics 
with periods Tn = 12.4 /n (h), n = 2, 3, 4, … . 

In the present work, the necessary and sufficient conditions for IW excitation by 
means of parametric resonance are obtained analytically for the case of long internal 
and surface waves in a sea basin with a semi-open boundary. It is demonstrated that 
the physical nature of this excitation mechanism is constituted by the parametric 
amplification of the IW amplitude due to modulation of its horizontal orbital velocity 
component, which is caused by the barotropic current induced by seiche vibrations. 
This method of wave generation in a stably stratified fluid differs significantly from 
the widely known ones [9, 10] and is implemented without introducing additional 
anisotropy into the system. This ensures, in particular, the absence of spatial 
dissipation of energy transferred by the IW. In situ data are employed to analyse 
the feasibility of implementing the necessary and sufficient conditions for 
parametric resonance between the field of internal waves and the barotropic wave 
current generated by the Helmholtz mode and subsequent modes of seiche vibrations 
in Posyet Bay. 

The objective of this study is to examine the process of internal wave parametric 
excitation in a shallow sea basin, specifically the role of seiche vibrations in 
hydrodynamic systems under conditions of parametric resonance. The study draws 
upon theoretical concepts of parametric resonance and field observations carried out 
in Posyet Bay over several years.  

 
Study area and measurement data 

The frequency content of seiche vibrations was analyzed using the data obtained 
from a tide gauge. The measurement error was 0.5 cm and the sampling interval was 
7.5 min in October 2001 and 1 min in August 2003. The tide gauge was installed in 
the coastal zone of the Gamov Peninsula, within the Posyet Bay area. Its position is 
indicated by a diamond-shaped symbol on the map of the bay (Fig. 1). The map also 
provides the bathymetry of the bay obtained from navigational charts of the bay and 
its adjacent areas 2. The area of water adjacent to the bay is limited by a semicircle 

2 Russian Emergencies Ministry, 2009. [Atlas of the Peter the Great Gulf and Northwestern Coast 
of the Sea of Japan to the Sokolovskaya Bay (for Small-Size Vessels)]. Vladivostok: GIROSKOP, 61 p. 
(in Russian). 
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with a radius of L ~ 13.5 km. As indicated on the navigational chart, the depth of 
the bay at its entrance is ~ 45–50 m. 

 

 
 

F i g.  1. Map-diagram of Posyet Bay. The inset shows Peter the Great Gulf 
 
The study of internal waves was performed according to the measured data of 

the vertical section of the temperature field using a moored buoy station (MBS) 
deployed on the 40 m isobath on 14 September 2013. The geographical location of 
the MBS is indicated by a black triangle in Fig. 1. It was equipped with nine HOBO 
thermographs spaced 4 m apart from the surface. The HOBO autonomous digital 
thermograph, manufactured by Onset, has an accuracy of 0.21°C in the range 0–50°C 
and a resolution of 0.02°C at 25°C, as well as 64 kB of memory (~ 42,000 12-bit 
temperature measurements). Temperature recording at the stations was carried out 
with a resolution of 1 min. Duration of the measurements was just over 10 days. 

Fig. 2 shows a 5-day temperature realization at z = – 24 m horizon, recorded by 
the MBS thermograph, and its low-frequency trend. The realization of high-
frequency temperature variations is also shown. 

In the area of the buoy stations, 8 hydrological probings with a discreteness of 
3 h were performed on 13 September 2013. The probings were performed with 
a Canadian RBR XRX-620 probe. 
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F i g.  2. Temperature near the moored buoy station (1), its low-frequency trend (white color graph) 
and high-frequency pulsations (2) 

 

 
 

F i g.  3. Mean daily profiles of buoyancy frequency N (left) and temperature (T) (right) in the vicinity 
of buoy station 

 
Fig. 3 (left) shows the typical buoyancy frequency profile for the autumn season 

in Posyet Bay. The presented profile N(z) was used to calculate the phase velocity of 
the lowest IW mode with the frequencies of the bay seiche oscillations. The analysis 
of the daily mean temperature profile (Fig. 3, right) showed that the background 
conditions at the horizon z1 = –24 m during the experiment near the MBS were 
characterised by a quasi-linear temperature dependence with depth. 

 
Methodology of spectral data processing and its results 

The characteristic time scales of sea level seiche oscillations (ζ) and temperature 
pulsations (T, °C) in the bay caused by internal waves were determined using 
standard spectral analysis methods 3 [11]. The ζ and T fluctuations were separated 

3 Dragan, Ya.P., Rozhkov, V.A. and Yavorskyi, I.M., 1987. Methods of Probabilistic Analysis of 
Oceanological Process Rhythms. Leningrad: Gidrometeoizdat, 319 p. (in Russian). 
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into a high-frequency component and a low-frequency trend by a Hamming filter 
with a window of 256 min duration. The low-frequency trend realizations obtained 
after filtering served as the background for determining the frequencies of internal 
waves and seiche oscillations with periods of 8–256 min. The realizations with 
the frequencies of the seiche oscillations were calculated as the difference between 
the initial level and temperature realizations and those of the low-frequency trend ζ 
and T. The resulting time series of the ζ and T fluctuations were used to calculate 
the spectral densities (hereafter referred to as spectra) of the level fluctuations (Spζζ) 
and temperature pulsations (Spγγ). 

The spectra of the bay level fluctuations are normalized to the maximum value 
falling on the period of ~ 47 min (Fig. 4, a, b) and ~ 22 min (Fig. 4, c). The spectrum 
with the maximum at period T0~ 47 min and the spectrum with a less pronounced 
broadband maximum at period T1 ~ 93 min are shown in blue. The spectrum with 
the dominant maximum located at period T7 ~ 96 min (Fig. 4, b) and the dominant 
maximum at period T1 ~ 22 min (Fig. 4, c) are highlighted in green. The spectrum in 
Fig. 4, a is calculated from a two-week realization, in Fig. 4, b, c – from two 
consecutive weekly realizations obtained in October 2001. 

 

 
 

F i g.  4. Normalized spectra of the Posyet Bay level fluctuations in August 2003 (a) and October 
2001 (b, c) 

 
The spectrum in Fig. 4, a is characterized by a delta-shaped maximum at 

the period T0 ~ 47 min, marked with the Roman numeral I, and a less intense 
broadband maximum at the period T1 ~ 96 min marked with the Roman numeral II. 
We recorded two maxima in the range of periods exceeding 100 min; they are 
marked with the Roman numerals III and IV.  

Let us now consider the spectra shown in Fig. 4, b, c, obtained in 2001 for two 
consecutive 7-day realizations. In the range of 16–28 min periods, the corresponding 
maxima are numbered 1, 2, …, 7. Here we give the values of the periods in which 
these maxima are located: 

 
Spectrum maxima 1 2 3 4 5 6 7 
Tm, min 22 24 25 27 32 47 96 

 
Thus, as a result of the spectral analysis, intense manifestations of water level 

fluctuations in the bay were identified at frequencies 0ν ~ 47 min–1 and 
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0ν
+  ~ 1/96 min–1, as well as less intense manifestation at frequencies 1ν ∼ 1/32 min– 1, 

2ν ∼ 1/27 min–1 and 3ν ∼ 1/25 min–1. 
We will consider the spectral composition of temperature pulsations in the bay. 

We will present the results of calculating the energy spectrum of these pulsations in 
the ranges of 10–40 and 32–128 min–1, i.e. in the same ranges as the fluctuations of 
their level. The spectral analysis was carried out according to the implementation of 
high-frequency temperature pulsations recorded by the MBS thermograph at 
the horizon z1= –20 m (Fig. 2). 

Fig. 5 shows the spectrum normalized to the maximum value of the temperature 
pulsations recorded by the MBS at the z = –24 m horizon. The numbers 1–12 
indicate the numbers of the corresponding spectral maxima on a low-frequency 
background, showing the modulation of these pulsations by the low-frequency 
component. 

 

 
 

F i g.  5. Temperature pulsation normalized spectrum in the ranges 10–40 min (а) and 32–128 min (b)  
 
Here are the values of Tm (min) periods of Spγγ spectral maxima shown in Fig. 5: 
 

Spectral maxima 1 2 3 4 5 6 7 8 9 10 11 12 
Tm, min 22 25 28 32 35 46 52 58 71 85 93 105 

 
In the spectra, the most noticeable feature is the narrow-band maximum at 

the frequency ν0 ∼1/46 min–1 with m = 6. It should also be noted that the maxima at 
the frequencies ν1 ∼ 1/25 min–1 and ν2 ∼1/28 min–1 are close to those at 
the frequencies of the bay seiche oscillations ∼ 1/25 min–1 and ∼ 1/27 min–1. 

If we analyze the temperature pulsation spectrum shown in Fig. 3, a, we notice 
that the differences between the frequencies ν1 – ν0 and ν2 – ν0 are close to 
the maximum frequencies in the spectrum at 52 and 71 min–1 periods. In other words, 
for the frequencies corresponding to these periods the following approximate 
relationships are fulfilled: ν1 – ν0 ~ 1/55 min–1 and ν2 – ν0 ~ 1/72 min–1. It should also 
be noted that the frequencies ν0 ~1/46 min–1, 1ν−  ~ 1/105 min–1, 2ν−  ~ 1/180 min–1, 
around which the spectral maxima are located, satisfy the approximate expressions 
νn ~ ν0 + ν–

n where n is equal to 1 and 2, ν1 ∼1/32 min–1 and ν2 ∼1/37 min–1. 
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The observed features of the spectra in the area of the buoy station deployment 
may be an indirect indication of the IW parametric instability, caused, among other 
things, by seiche oscillations. 

 
Parametric excitation of internal waves in a shallow sea basin by seiche 

oscillations of its free surface 
We introduce a rectangular coordinate system with z-axis directed vertically 

upwards; x-axis is compatible with the velocity direction of the barotropic one-
dimensional current of stratified fluid. The system of hydrodynamic equations for 
sufficiently long linear IWs in the Boussinesq approximation in the specified flow 
has the following form [4, 10]: 

 

0
0

1
ρ

pD u
x
∂

=
∂

,       
0

1 0
ρ

p b
z
∂

− =
∂

,                                       (1) 

 

0
0

ρρ dD w
dz

= ,       0u w
x z
∂ ∂

+ =
∂ ∂

.                                         (2) 
 

Here 0D t U x= ∂ ∂ + ∂ ∂ , U is barotropic current velocity; u and w are horizontal and 
vertical components of IW orbital velocity; p and ρ are wave disturbances of pressure 
and density; ρ0(z) is average density of liquid layer; 0ρ ρb g= is wave fluctuations 
of buoyancy per unit volume. We transform the system of equations (1), (2) into 
a single equation for u of the following form: 
 

2 2
2 2
0 2 2

2 0u dN u uD N
z N dz z x

 ∂ ∂ ∂
− + = ∂ ∂ ∂ 

,                                    (3) 

 

where ( )1/2
0( ) ln ρN z g d dz=  is buoyancy frequency. 

Since the system of equations (1), (2) is horizontally homogeneous, the solution 
of equation (3) is described by a superposition of IW modes of arbitrary shape 

mu  ~ ( ) ( )ψ φ ( )expm mc t z ikx . In this expression ( )ψm t is the amplitude function of 
the wave mode with the number m; φ ( )m z  and mc are the eigenfunction and 
eigenvalue of the boundary value problem 

 
2 2

2 2

φ φ2 φ 0m m
m

m

d ddN N
dz N dz dz c

− + = ,        φ (0) φ ( ) 0m m H= − = .               (4) 

 

Here it is assumed that the bottom (z = –H) and the free surface (z = 0) are rigid 
walls. 

For the function ( )ψm t  (hereinafter we omit the index m, assuming m = 1), 
taking into account the orthogonality of the set of functions φ ( )m z , after a series of 
transformations we obtain the equation 

 

( ) ( )
2 22

2

ψ ψ2 ( ) ψ 0ph
d di kU kU kc
dt dt

 + + + =  
,                            (5) 
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which we reduce to normal form using the transformation ( ) ( )ψ ζ( )expt t i kUdt= ∫ . 

As a result, we obtain the following equation for the function ζ( )t : 

( ) ( )2 22 2ζ ζ 0phd dt kc i k dU dt + − =   .                            (6) 
 

Next, we define the velocity of a barotropic current pulsating with a frequency 
ω as follows: 0exp( ω )U u i t= . Then the imaginary term in the square brackets of 
equation (6) is equal to ωkU . We represent the equation (6) solution as the sum of 
real and imaginary parts. In this case, the real part of the solution (denoted as 
η Re(ζ)= ) satisfies the equation 

 

( )2 2 2
0η 1 μsin( ) η 0d dt t+Ω + Ω = ,                                  (7) 

 

where μ  = 0 0( )( )phu c Ω Ω , and dimensional quantities (indicated by dashes) have 

the form η η H′= , maxt t N′= , maxω NΩ = , 0 0 maxω NΩ = , 0ω phkc=  is internal 
wave frequency. 

Thus, when an internal wave of a fixed (lowest) mode propagates in a barotropic 
current pulsating with a frequency ω, the real part of its amplitude function evolves 
according to equation (7). 

Equation (7) is the well-known Mathieu equation. Its general solution has 
the following form 4  

 

1 2η( ) exp( σ ) ( ) exp( σ ) ( )t C i t t C i t t= − Φ + − Φ − ,                             (8) 
 

where С1, С2 are constants; ( )tΦ  and ( )tΦ −  are periodic functions. The value σ 
characterizes the growth rate of the solution (8) and is a complex function of ω0 and 
µ parameters. In this case, the solution (8) grows exponentially with time. 
The phenomenon consisting in the increase in oscillations of hydrodynamic system 
parameters is called parametric resonance. 

Next, we show that in a sea basin affected by weak periodic fluctuations in 
the velocity of barotropic current 0 sin(ω )U u t= induced by seiche level vibrations, 
the IW parametric generation with cph phase velocity is possible under condition 
u0

2 << c2
ph. During the generation process, the wave amplitude, specified by 

the function η(t), is described by equation (7). We will seek a solution to this 
equation in the region of the main demultiplication resonance, i.e. when condition 

0 /2 μΩ −Ω ≤ is satisfied in the following form 
 

( ) [ ]η ( )sin 2 θ( )t A t t t= Ω − .                                          (9) 
 

Using the Krylov – Bogolyubov averaging method 5, for the amplitude A and 
phase θ we obtain a system of equations 

4 Yakubovich, V.A. and Starzhinskii, V.M., 1987. [Parametric Resonance in Linear Systems]. 
Moscow: Nauka, 328 p. (in Russian). 

5 Krylov, N.M. and Bogolyubov, N.N., 1937. Introduction to Non-Linear Mechanics. Kyiv: 
Publishing House of the Academy of Sciences of the Ukrainian SSR, 363 p. (in Russian). 
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/ ε cos (2θ)dA dt A= ,       θ/ δ ε cos (2θ)d dt = − ,              (10) 
 

where ε = – µΩ0/4; δ = Ω0 – Ω/2. System (8) has the following invariant 
 

2 ( θ/ ) constI A d dt= = ,                                           (11) 
 

which allows it to be easily integrated. It turns out that when the condition 2 2ε δ> is 

satisfied, a solution of the form ( )2 2~ exp ε δA t −  exists. This can be verified by 

simply substituting the indicated solution into equation (7). Thus, the amplitude of 

the IW fixed mode is proportional to ( )2 2exp ε δt − , and the condition for its small-

amplitude exponential growth of horizontal velocity of wave currents is 
the condition δ ε< , which corresponds to the parametric instability criterion of 
a pendulum oscillations with a vibrating suspension point in the absence of 
friction  6. In addition, the smallness condition of parameter µ << 1 and parametric 
resonance of frequencies { }δ min μ,ε< must be met. Hence, taking into account 
the inequality µ << 1, the condition of IW amplitudes “swinging” by a depth-
uniform pulsating flow with a frequency Ω and a maximum value of its velocity u0 
takes the form 
 

0 0/2 4 phu cΩ −Ω =Ω .                                          (12) 
 

We can easily see that parametric resonance should take place at any ω = nω0/2 
(where n is an integer), including n = 2. In this case, the boundaries of the parametric 
generation second zone are determined by the inequalities from the work 7: 

 

–5µ2 ω /24 < 0ω ω− <µ2 ω /4,                                      (13) 
 

where ω  is a frequency of pulsating barotropic current. 
In conclusion, we formulate the necessary and sufficient conditions under which 

IW parametric generation is realized in a shallow basin being affected by 
the modulation of its horizontal component of the orbital motion velocity caused by 
the seiche vibrations (SV) barotropic current of the basin free surface.  

Parametric generation of fixed-mode IWs with phase velocity cph and wave 
number k in a sea basin of depth H by a field of standing surface waves with 
frequency ω is possible if the following conditions are met: 

6 Landau, L.D. and Lifshitz, E.M., 1969.  Mechanics. Oxford, London, Edinburgh, New York: 
Pergamon Press, 165 p. 

7 Rabinovich, M. I. and Trubetskov, D.I., 1984. Introduction to the Theory of Oscillations and 
Waves. Moscow: Nauka, 432 p. (in Russian). 
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– the lengths of internal (λint) and surface (λsur) waves significantly exceed 
the basin depth H, i.e. H << λint << λsur, and the IWs frequency range is limited by 
the frequency *ω /2, where *ω is the lowest frequency of basin seiche oscillations; 

– the IW phase velocity (cph) significantly exceeds the maximum value of 
barotropic current velocity (u0), i.e. their ratio µ = (u0/cph) << 1. The mismatch 
between the IW frequency ω0 = kcph and that of seiche oscillations ω should not 
exceed the product µω, i.e. |ω0 – ω| < µω. 

Using in situ data, we will demonstrate the formation of necessary and sufficient 
conditions for the IW excitation under effect of parametric resonance caused by 
the fundamental zero mode (Helmholtz mode) (as well as the first, second and 
subsequent SV modes of the bay water mass) in a model basin with a semicircular 
water area approximating Posyet Bay in autumn. 

 
Discussion 

Spectral analysis of temperature pulsations caused by the IW field in the bay 
showed that a number of frequencies of these pulsations are close to those of seiche 
level oscillations. Consequently, the necessary condition for IW parametric 
excitation by seiche oscillations is fulfilled. 

In the autumn period, which is characterized by intense seiche oscillations, 
a sufficient condition for parametric resonance implementation between wave 
movements is fulfilled. Consequently, the IWs are excited in Posyet Bay in this 
period under SV effect. 

Let us turn now to the data of in situ level measurements in the bay. Fig. 4 shows 
the spectrum of free surface fluctuations of the bay in the 1/16–1/256 min–1 

frequency range, which is typical for October. Two dominant maxima at periods of 
47 and 92 min and three less pronounced maxima at periods of ~ 33, ∼ 28 and 
∼ 25 min, respectively, stand out in the spectrum. It should be noted that the ratio of 
these periods to Т0 ∼ 47 min period is ~ 0.7, ~ 0.6 and ~ 0.5.  

A number of experimental studies [12–15] revealed that the Helmholtz mode, 
a longitudinal fluctuation of barotropic current level and velocity with Т0 period, 
directed along the normal to the open boundary, has the greatest intensity in a basin 
with a semi-enclosed water area. For the basins of the simplest form, the periods of 
the first and subsequent modes are calculated using the formula from [16, 17] 

0α (2 1)m mT T m= + ,                                               (14) 
 

where Т0 is the Helmholtz mode period; αm is parameter characterizing the basin 
form; m is mode number. 

In [18], Table 2.1 with the periods of longitudinal modes of free oscillations in 
the basins of the simplest form is given. According to this table, in a semicircular-
shaped basin with a depth profile specified by the dependence h(x) = h1(1-x2/L2), 
the ratio αm/(2m+1) is equal to ~ 0.7, ~ 0.6 and ~ 0.5 for m equal to 1, 2 and 3, 
respectively. The Helmholtz mode period for such a basin is calculated by 
the formula 
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0 12,2 2T L gh= ⋅ ,                                               (15) 
 

where h1 is depth at the basin inlet; L is its length equal to the basin water area radius. 
We assume that the maximum in the spectrum of level fluctuations belongs to 

the Helmholtz mode, in this case Т0 = 47 min. Then the periods of the first, second 
and subsequent modes are 33, 28 and 24 min. Having determined the period of 
the most intense fluctuations (Т0) of free surface and knowing the basin depth at 
the inlet (h1), it is easy to determine its length. Using relation (15), we obtain 
the expression L = (gh1)1/2 (T0/4.44). Hence, the length of the basin L with a depth at 
its inlet h1 ~ 45 m and the Helmholtz mode period T0 = 47 min will be ~ 13.5 km. 

The map-diagram of Posyet Bay (Fig. 1) demonstrates a semicircular water area 
with a diameter and depth at the inlet of ~ 28 km and ~ 45 m, respectively. According 
to Fig. 1, geometric dimensions of the model basin, as well as its shape and bottom 
profile, are in satisfactory agreement with the dimensions and shape of Posyet Bay 
in the first approximation.  

In shallow bays and harbors, along with longitudinal fluctuations, there are also 
transverse seiche vibrations [19]. In what follows, we will need the periods of 
the first and subsequent modes of this type of oscillations. For the basin under 
consideration, the first mode period is calculated using the formula τ1 = τmax/√2. 
In this expression, τmax = 8.88L/�gℎ1. Consequently, for the specified parameters of 
the basin, the period of the first transverse seiche τ1 will be 70 min. 

Thus, in the model of a semicircular sea basin with a quadratic bottom profile, 
the Helmholtz mode, the first and subsequent modes have periods of 47, 34, 29 and 
24 min. In the same basin, the first and subsequent modes of transverse seiches have 
periods close to τ1 = 70 min, τ2 = 44 min, τ3 = 31 min, τ4 = 24 min.  

We turn now to the analysis of the IWs frequency composition in area under 
study. Fig. 5 represents the spectrum of temperature pulsations caused by these 
waves. The spectrum is calculated within the 10–128 min range of periods, common 
with that of seiche vibrations. The numbers in the spectrum highlight its maxima, 
the periods of which are close to the ones of the maxima in the spectrum of free 
surface fluctuations of the bay, i.e. its seiche oscillations. 

The calculations performed using the buoyancy frequency profile (Fig. 3) 
revealed that the phase velocity of the first-mode IW ranges within 0.15–0.3 m ⋅s–1, 
and the wavelength λin with a period Tin ~15 min is ~ 300 m. Therefore, the bay is 
a shallow sea basin for IWs with the periods exceeding 15 min.  

Next, we show that a sea basin with a depth of 45 m at the inlet is shallow for 
a surface wave with Tsr ~ 15 min period. The length of surface waves λsr (equal to 
(gh1)1/2 Tsr) with this period is ~ 19 km, which significantly exceeds λin. Therefore, 
the bay is a sea basin in which the inequality λsr >> λin >>H is satisfied, i.e. it is 
a shallow basin for both surface and internal waves with frequencies from 
the frequency range of seiche oscillations. 
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A sufficient condition for the “swinging” of the IW amplitudes with Тint period 
by seiche oscillations with Тsr period, taking into account (12), will take 
the following form: 

 

1 2 μ / 2sur intT T− ≤ ,                                                  (16) 
 

where 0μ ( )phu c= . 

We are to show that IW amplitude with a phase velocity cph ~0.2 m ⋅s–1 and 
a period Tint ~93 min is parametrically “swinging” by the Helmholtz mode with 
an amplitude ζ0 ~ 0.1 m and a period Tsur ~ 47 min in the main resonance zone. 
For this purpose, we will check the sufficient condition for the implementation of 
this process. Condition (12) will be represented in the following form 

 

( )( )0δ /2int ph int surТ Т u c Т Т≤ ,                                 (17) 
 

where δT = (Tint – 2Tsur) is a period mismatch; 0 0ζu g H=  is the maximum 
velocity of barotropic current induced by the Helmholtz mode. Using the given 
values, we obtain δ intТ Т  ~ 10–2, 0 phu c  ~ 2.5·10–1. Thus, the right-hand side of 

relation (17) will be ~ 0.2, which is an order of magnitude greater than the left-hand 
side value of this relation. Consequently, the sufficient condition for the exponential 
growth of the wave amplitude with 93 min period and a phase velocity of 
~ 0.2 m ⋅  s –1 is satisfied. 

Now we check the sufficient condition under which the IW excitation with 
the frequencies of seiche oscillations of the bay is possible, i.e. parametric excitation 
of waves in the first zone of parametric resonance. We represent this condition in 
accordance with (13) in the following form 

 

( )2

0δ /2ph intТ u c Т≤ . 
 

According to the works [16, 17], 0 0ηu g H= , then u0 ~ 0.047 m⋅s–1. 

Considering that cph ~ 0.25 m ⋅s–1, we obtain ( )2

0 phu c ~ 0.035. Hence, the detuning 

of internal wave period with Tint = 47 min should not exceed 0.5 min. 
It is obvious that verification of the sufficient condition (13) using the data of 

a natural experiment is a very complex task in terms of method. The relative stability 
of the excitation frequency of an internal wave with a period of 47 min, 
corresponding to the ratio δT/Tint, is ~ 1%, which is unlikely in marine conditions for 
the excitation interval, the upper limit of which is ~ 8 h. 

At the same time, the excitation of internal waves in the first zone of parametric 
resonance is possible within the framework of the following scheme. Note that 
the periods of the most significant spectral maxima Т1, Т2, Т3 and Т4 are 17, 25, 29 
and 47 min, respectively. The same periods correspond to 16, 26, 30 and 44 min of 
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the semidiurnal tidal harmonics with a period of 12.4 h, which are close to 
the previous periods.  

In [18], it was found that in Posyet Bay the tidal IW with a semidiurnal period 
changes its shape during propagation, i.e. the velocity of the liquid particles at 
the top exceeds the velocity of the particles at the bottom. In the spectral description 
of the wave motion this means that the maxima in the spectrum occur at Тn = 12,4/n (h) 
periods, where n = 1, 2, 3, …, is the harmonic number. Consequently, when standing 
surface waves with seiche oscillation frequencies propagate in a wave field, 
parametric resonance is possible between this field and the corresponding harmonics 
of the internal tidal wave with a frequency of 1/12.4 h–1. 

In other words, the semidiurnal tidal IW, propagating in the shallow water zone 
of the bay covered by seiche oscillations, transforms under the effect of quadratic 
nonlinearity from a harmonic wave with frequency ν = 1/12.4 h–1 to a polyharmonic 
wave with harmonic frequencies νn = nν. At close values ? between the frequencies 
of the seiche oscillations and those of the tidal IW harmonics, a parametric 
resonance occurs, i.e. an exponential increase in the amplitudes of the corresponding 
harmonics of the tidal IW. 

Thus, in the presence of sufficiently intense seiche oscillations of the level and 
a weakly nonlinear IW with a frequency of ν = 1/12.4 h–1, a sufficient condition for 
the parametric generation of IW with the seiche oscillation frequencies in the first 
zone of parametric resonance is realized in the bay. 

  
Conclusion 

This paper examines the results of field studies of standing surface and free 
internal waves in Posyet Bay in the frequency range 1/16–1/256 min–1. Using Fourier 
analysis, we identified the frequencies at which the most significant maxima in 
the spectra of both surface and internal waves are located in the specified frequency 
range. We have shown the proximity of a number of frequencies at which these 
maxima are located in the spectra of the specified wave processes. 

Using a model basin approximating Posyet Bay, the period estimates of 
the Helmholtz mode and subsequent ones in such a basin were obtained. 
By analyzing the spectrum of the free surface fluctuations of the bay, we found that 
its maxima fall on the above periods, which are those of the level or seiche free 
fluctuations in the bay. Thus, the necessary conditions for the IW parametric 
instability caused by seiche level oscillations in the bay are formed in the autumn 
period.  

Within the framework of the parametric resonance theory, it was found that 
under the influence of the barotropic current caused by seiche oscillations, 
the modulation of horizontal component of the IW orbital motion velocity takes 
place. With the corresponding ratio u0/cph << 1, a sufficient condition for 
the parametric excitation of IWs in the zero zone of parametric resonance in the bay 
is realized. 
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Within the same theory, it has been shown that in the bays and coves of marginal 
seas, internal waves can be excited in the first zone of parametric resonance with 
frequencies of IW harmonics of νtd = 1/12.4 h–1 frequency. The condition for this 
resonance is that the frequencies of the Helmholtz mode and subsequent basin modes 
are close to those of the internal tide harmonics. 
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Abstract 
Purpose. The object of this work is to perform a comparative numerical simulation of generation and 
propagation of tsunami waves induced by the M = 7.6 earthquake on January 1, 2024 on the Noto 
Peninsula, Ishikawa Prefecture, Japan.  
Methods and Results. Four different variants of a seismic source are simulated within framework of 
the earthquake source keyboard mechanism. A multi-block source is considered in which, while 
simulating the earthquake, a sequential motion of key-blocks was specified. It is shown that 
the dynamics of this process in a seismic source will determine the formation of corresponding tsunami 
source and wave fronts propagating from this source and that the shape of earthquake source affects 
the values of maximum wave heights in the water area significantly. Applying the information from 
the tide-gauge stations in the Sea of Japan and the Tsugaru and Tatar straits allows compare the real 
records of maximum values of the tsunami wave amplitudes at these stations and the computed tide-
gauge ones resulted from numerical simulation of different dynamics of keyboard blocks in the seismic 
source. 
Conclusions. This study demonstrates that the keyboard earthquake model is a viable tool for 
simulating complex earthquake sources, such as the one that occurred in the northwest of the Noto 
Peninsula and on the western coast of Honshu Island, an area home to a significant number of 
settlements and the largest Japanese operating nuclear power plants. 
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Introduction 
It is well known that Japan is among ten most earthquake-prone countries in 

the world 1. Its location within the Pacific Ring of Fire has resulted in numerous 

1 Regan, H., Akbarzai, S., Kobayashi, C. and Maruyama, M., 2024. ‘Battle against Time’ to Find 
Quake Survivors as Japan Lifts Tsunami Warnings and Death Toll Rises. 2024. [online] Available at: 
https://edition.cnn.com/2024/01/02/asia/japan-earthquake-tsunami-warnings-tuesday-intl-
hnk/index.html [Accessed: 28 February 2024]. 
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destructive earthquakes throughout its history. One notable event occurred on 17 
January 1995, when the M = 7.3 earthquake struck the western region of 
the Japanese island of Honshu resulting in over 6400 fatalities [1]. Another 
significant earthquake, with M = 9, followed by a tsunami measuring between 3 and 
15 meters in height, struck the coasts of Honshu and Hokkaido islands on 11 March 
2011. As a result of this natural disaster 2, more than 28 thousand people died and 
large areas were contaminated with radioactive substances from the Fukushima I 
Nuclear Power Station [2, 3]. 

High seismic activity is stipulated by the location of the archipelago at 
the collision of several lithospheric plates, two of which – the Philippine and 
Pacific – are in motion. This leads to a significant number of intense Earth tremors 
usually accompanied by earthquakes and tsunamis. Several thousand earthquakes 
occur in Japan per year, an average of 18 earth tremors per day. However, strong 
earthquakes accompanied by tsunamis occur much less frequently: once every 
10 years – with M = 8, once a year – with M = 6 (see 1, 3, 4 and [4]). 

We consider a strong earthquake (M = 7.6) occurred on the Noto Peninsula in 
Ishikawa Prefecture, Japan, on 1 January 2024. As a result of a series of Earth 
tremors, massive destruction was caused in the towns of Suzu, Wajima, Noto and 
Anamizu. At the same time, significant damage was also recorded in 
the neighboring prefectures of Toyama and Niigata. As a result of this earthquake, 
a tsunami hazard was declared in several regions of Honshu Island. Japan 
Meteorological Agency issued a tsunami warning map, according to which, 
presumably, tsunami waves of 5 m in height approached the western coast of 
the island (Fig. 1). 

This paper presents the results of numerical simulation of tsunami wave 
generation by a seismic source formed within the keyboard model of an earthquake 
source [5]. The greatest uncertainty in computation possible tsunami development 
scenarios is associated with the initial motion of the bottom during an earthquake. 
When using keyboard model, specifying the displacements and velocities of 
the bottom during an earthquake provides a solution to the problem of tsunami wave 
formation. In this case, the key-block motion is simulated according to 
the aftershock stage of the process. After the end of the aftershock stage, the blocks 
stop. During the strongest earthquakes with a rupture length of several hundred 
kilometers, their sources can cover many blocks. 

In this paper, we consider a five-block earthquake source as well as generation of 
a tsunami source at different localizations of a seismic source and different kinematic 

2 TASS. Chronology of Earthquakes with Fatalities in Japan. 2024. [online] Available at: 
https://tass.ru/info/19667253 [Accessed: 28 September 2024]. 

3 Japan Meteorological Agency. Weather Map. 2024. [online] Available at: 
https://web.archive.org/web/20240101100413/ https://www.jma go.jp/bosai/map.html#5/38.891/ 
141.24/&elem=warn&contents=tsunami [Accessed: 10 May 2024].  

4 USGS. Latest Earthquakes. 2024. [online] Available at: 
https://earthquake.usgs.gov/earthquakes/map [Accessed: 10 May 2024]. 
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processes of key-block motion in the source. Analysis of wave characteristics obtained 
during simulation of different localizations and dynamics of the seismic source leads to 
conclusions about the ambiguity of the selected process model. 

The work aim is a comparative numerical simulation of generation and propagation 
of tsunami waves induced by the M = 7.6 earthquake source on the Noto Peninsula, 
Ishikawa Prefecture, Japan, on 1 January 2024. 

F i g.  1. Tsunami hazard map for Honshu Island published by the Japan Meteorological Agency on 
1 January 2024 3 

Problem statement 
Aftershock stage of the process 
Using the data from [6–9], we have analyzed the sequence of the aftershock 

stage of earthquake process. Aftershock data were obtained from the U.S. Geological 
Survey 5 and are represented in Fig. 2. After the main earthquake shock on 
01.01.2024 at 07:10:09 UTC, 42 more shocks with M > 4.5 occurred within three 
days (Table 1). 

5 IOC. Sea Level Station Monitoring Facility. 2024. [online] Available at: https://www.ioc-
sealevelmonitoring.org/map.php [Accessed: 10 May 2024]. 
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F i g.  2. Aftershocks after the 01.01.2024 earthquake on the Noto Peninsula (yellow star is 
the earthquake epicenter; circles with numerals indicate the order of aftershocks 5) 

T a b l e  1 

All aftershocks at M > 4.5 from 01.01.2024 to 03.01.2024 after the earthquake on 1 January 2024  

s/n  M Time 
(UTC) s/n M Time 

(UTC) s/n M Time (UTC)

0 7.5 07:10:09 15 4.9 08:22:10 30 4.6 17:33:30 

1 6.2 07:18:41 16 4.7 08:29:02 31 4.5 19:27:14 

2 4.6 07:27:28 17 4.6 08:42:04 32 4.6 19:42:06 

3 4.6 07:28:15 18 4.5 08:48:21 33 4.5 22:13:30 

4 4.7 07:29:04 19 5.5 09:03:48 34 5.4 01:17:31 

5 5.2 07:39:49 20 4.6 09:06:13 35 4.8 06:57:54 

6 4.8 07:42:43 21 5.6 09:08:17 36 4.6 08:13:40 

7 4.7 07:45:30 22 5.2 09:30:21 37 4.8 17:21:47 

8 4.8 07:48:14 23 5.0 09:39:59 38 5.3 01:54:34 

9 4.7 07:54:21 24 5.1 09:54:26 39 4.9 03:54:13 

10 5.6 07:56:47 25 4.6 09:49:15 40 4.7 09:48:00 

11 5.0 08:02:44 26 4.6 10:06:54 41 4.6 15:36:53 

12 5.1 08:07:10 27 4.7 10:50:35 42 4.8 19:38:41 

13 4.5 08:15:38 28 4.6 11:35:32 

14 4.8 08:17:46 29 4.5 13:19:57 
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Tsunami source formation within the keyboard model of an earthquake seismic 
source 

Since the mechanism of seismic source formation is unknown, then it is possible 
to calculate approximate dimensions of a seismic source and its dynamics by 
specifying the source mechanism from tectonic considerations based on known 
magnitude values of the earthquake and aftershocks and also using the distribution 
of M > 4.5 aftershocks. To calculate the source dimensions, the following formulas 
are applied [10] 

lg 0.59  2.44, 
lg 0.32  1.01,

L M
W M





= −
= −

 (1) 

where M is earthquake magnitude; L is length of the rupture at the source, km; W is 
width of the rupture plane, km. 

The maximum vertical displacement of the wave surface above the earthquake 
source is found by the formula 6  

lg(H) = 0.8М – 5.6,          (2) 
where Н is maximum height of wave surface vertical displacement above 
the earthquake source, m. Estimated displacements of these characteristics applied 
for simulating the tsunami source 6 [10] are presented below: 

Mw L, km W, km S, km2 Н, m 
7.5 78 ± 18 43 ± 6 3354 ± 440 4.8 

For simulating, we took source length to be 78 km and the width to be 43 km. 
Since the ocean surface will rise by the same value as the block on the bottom has 
displaced due to fluid incompressibility and pressure hydrostaticity, and from 
the Iida formula the displacement was obtained to be 4.8 m, then we took 
the maximum vertical shift of the block in the earthquake keyboard source to be 
4.8 m. 

Mathematical statement of the problem 
The process of tsunami wave generation is considered in the shallow-water 

theory approximation. For simulating, we used the equations that describe 
a nonlinear system of shallow-water equations in a 2D formulation (see, for 
example, 7 and [11]): 

( ) ( )

0,

0,

[ ] [ ] .

u u vu v g
t x y x
v v vu v g
t x y y

BH B u H B v
t x y t

 ∂ ∂ ∂ ∂η
+ + + = ∂ ∂ ∂ ∂

 ∂ ∂ ∂ ∂η
+ + + =

∂ ∂ ∂ ∂
∂η ∂ ∂ ∂

+ η+ − + η+ − =
∂ ∂ ∂ ∂

      (3) 

6 Pelinovsky, E.N., 1982. [Nonlinear Dynamics of Tsunami Waves]. Gorky: IPF AN SSSR, 226 p. 
(in Russian). 

7 Voltsinger, N.E., Klevanny, K.A. and Pelinovsky, E.N., 1989. Long-Wave Dynamics of the 
Coastal Zone. Leningrad: Gidrometeoizdat, 272 p. (in Russian). 
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We assume that axis z is directed vertically upwards; x, y are spatial coordinates; 
u(x, t), v(у, t) are horizontal velocity components, η(x, у, t) is free surface disturbance 
relative to the undisturbed level; H is maximum depth of the basin; function В(х, у, t) 
determines the basin bottom change (taking into account the characteristics of the dynamic 
seismic source). At the initial moment of time, the parameters of dynamic seismic source 
(coordinates, displacement rate of the key-blocks) are specified in the solution domain. We 
assume that the water area with the initial bottom shape is at rest before the generation start, 
i.e., the velocity and disturbance of free surface were absent: 

η(x, y, 0) = 0; u(x, 0) = 0; v(x, 0) = 0. 

At the last seaward point at 5 m depth, a condition of total reflection (vertical wall) 
was set, which makes it possible to record the maximum and minimum wave level shift 
at this depth. Computational domain applied for these calculations was 125.01°– 
147.00°E, 30.01°– 55.00°N with a grid of 30' ≈ 759 m step. In the numerical solution, 
we used a scheme constructed by analogy with the Sielecki one [3]. 

Numerical simulation of tsunami waves within the keyboard model of 
a seismic source 

Figure 3 represents the computed water area with localization points of tide-
gauge stations [7]. 

Four scenarios with different localizations of earthquake source (Fig. 4) were 
considered in this work. Figure 4, a shows scenario 1 with block 2 in the Toyama 
Bay area southeastwards of the Noto Peninsula. In Fig. 4, b, the same block is located 
in the Sea of Japan northwestwards of the Noto Peninsula. The location of 
the remaining blocks in the earthquake source is similar for these scenarios. 
Figure 4, c shows the source localization for scenario 3. It can be seen that the block 
located northwestwards of the peninsula took a triangular shape stretching along 
the entire peninsula. The shape of the remaining blocks also changed. In scenario 4, 
the shape of blocks 1–3 did not change, but direction of the location of blocks 4 and 
5 changed. This change in the localization, size and orientation of the blocks is due 
to a comparison of simulation results with in situ data and the data from other 
authors. A total of 14 simulation options were carried out, with 4 of them being 
presented in this paper. 

Table 2 shows kinematics of the key-block motion in the earthquake source. For 
all scenarios, the source consists of five blocks that perform sequential motion at 
certain time intervals. Analysis of time sequence of aftershock occurrence makes it 
possible to create an estimated version of key-block motion kinematics in the seismic 
source. 
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F i g.  3. Estimated water area (yellow star is the earthquake epicenter; red triangles denote the location 
of tide-gauge stations [7]) 

In scenario 1, the blocks make sequential motion at equal time intervals of 30 s. 
In scenario 2, the blocks make sequential motion at equal time intervals of 30 s but 
with negative displacement values. In scenarios 3 and 4, the block displacements in 
different directions remain. In scenario 3, the blocks make sequential motion at 
different time intervals in the range of 60–140 s. In scenario 4, the blocks make 
sequential motion at different time intervals from 60 to 130 s. Fig. 5 illustrates 
the process of tsunami source generation in scenarios 1 and 4 which clearly 
corresponds to the earthquake source locations shown in Fig. 4, a and d. 
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F i g.  4. Simulation of the scenarios of seismic source different locations: 1 (а); 2 (b); 3 (c); 4 (d) 
(1 – 5 are the key-block numbers) 

T a b l e  2 

Kinematics of block motion in the earthquake source in four scenarios 

Parameter Block number 
1 2 3 4 5 

Scenario 1 
Displacement height, m 1.5 3 1 1 1 
Start time of motion, s 30 0 90 60 120 
End time of motion, s 60 30 120 90 150 

Scenario 2 
Displacement height, m 2 1 −1 1 −1 
Start time of motion, s 0 30 90 60 120 
End time of motion, s 30 60 120 90 15 

Scenario 3 
Displacement height, m 3 1.4 −1.3 1.5 1.2 
Start time of motion, s 0 90 190 350 520 
End time of motion, s 30 120 220 380 550 

Scenario 4 
Displacement height, m 3.2 −1.1 −0.2 0.2 1.3 
Start time of motion, s 0 90 190 350 440 
End time of motion, s 30 120 220 380 470 
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In Fig. 5, it is seen that the water surface displacement corresponds to block 
displacement presented in Table 2 for scenarios 1 and 4. The main difference is 
associated with the change in the localization and shape of block 1 with 
a displacement towards the southeast (scenario 1) or northwest (scenario 4) from 
the Noto Peninsula. The configuration of blocks 2–5 does not differ significantly. 

Fig. 6 shows the positions of wave fronts for nine points in time. It is clearly 
seen that 1-meter waves reach Sado Island 10 minutes after the start of generation, 
and the waves move in this direction faster than towards the bay; this is associated 
with the Toyama Trough. After 30 minutes, the wave front reached the coastal cities 
of Kashiwazaki and Toyama. At the 45th minute, the 0.5-meter wave front reached 
the northern part of Honshu Island and went around the Noto Peninsula. 1 hour 45 
minutes after the earthquake, waves of ∼20 cm height reached Vladivostok and 
the southern part of Hokkaido Island. At 05:56:30, the wave front reached Kholmsk, 
located in the northern part of Sakhalin Island. 

The distribution of heights in Fig. 7 shows good agreement with Fig. 1 where 
the most hazardous areas are the coasts located in the northeastern part of the Noto 
Peninsula as well as the cities of Toyama, Sado and Kashiwazaki. The computation 
is carried out up to the 5-meter isobath. 

а 

b 

F i g.  5. Generation of a tsunami source at six time points in scenarios 1 (a) and 4 (b) 
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F i g.  6. Propagation of tsunami waves across the computed water area in scenario 4 

F i g.  7. Distribution of maximum wave heights across the computed water area in scenarios 1 (a) 
and 4 (b) 
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Using the computation data for scenario 4, 3D histograms of height distribution 
in Toyama Bay, Chuba, Tohoku, Kansai regions and Sado Island were constructed 
(Fig. 8). It is clearly seen that the average height of the incoming waves is 1 m in 
Toyama Bay and 5 m in the western part of the Noto Peninsula. 

F i g.  8. 3D histograms of wave heights: a – Toyama Bay; b – Chuba and Kansai regions; c – Tohoku 
region and Sado Island (blue and green color correspond to sea and land respectively)  

Fig. 8, b shows that the wave height was 3 m in the southern part of the Noto 
Peninsula and the average wave height was 1 m further in the Chuba region. Fig. 8, c 
demonstrates clearly that the average height of incoming waves in the northern part 
of the Tohoku region was 1 m, but the wave height in the northern part of Sado 
Island was 2.5 m on average. 
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Analysis of results of tsunami numerical simulation during the earthquake on 
01.01.2024 in Japan 

Fig. 9 shows 2D histograms of tsunami wave heights for different sections of 
the computed coasts in four scenarios under consideration. 

F i g.  9. 2D histograms of wave heights: a – Toyama Bay; b – Chuba and Kansai regions; c – Tohoku 
region and Sado Island 
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Fig. 9, a demonstrates clearly that wave height is 3 m in scenarios 3 and 4 in 
the area of Wadzima town; the wave height in scenario 4 is less than a meter and it 
is 1–1.5 m in scenarios 1, 2 and 3 in Itoigawa and Joetsu. Fig. 9, c shows that 
the wave heights in scenario 1 on the coasts of the Chuba and Kansai regions are on 
average 0.5 m less than in scenarios 3 and 4. This is due to the fact that block 1 is 
located inside Toyama Bay in scenario 1 and in the opposite part of the Noto 
Peninsula in the other scenarios. Fig. 9, c illustrates that the wave height in scenario 
1 is greater than in the other scenarios near Toyama Bay (up to 38°N) and northwards 
of the bay the wave heights of scenario 4 predominate. This is also due to 
the location of the blocks, since the greatest wave heights of scenario 1 propagate 
from Toyama Bay and the waves of scenarios 2, 3, 4 go around Sado Island and 
reach the northern part of Honshu Island with large amplitudes. Table 3 provides 
data for all performed scenarios (scenarios 1–4) and in situ data from tide-gauge 
stations 5. 

T a b l e  3 

Sea level maximum rise (cm) near the settlements located 
on the estimated water area coast 

Settlement In situ data 5 Scenario 1 Scenario 2 Scenario 3 Scenario 4 

Saigo 27.1   34.2 24.0 20.1 21.9 

Mikuni 31.5   68.7 45.1 28.6 30.2 

Toyama 79.4 124.8 81.8 78.6 85.0 

Kashiwazaki 40.2 121.3 71.2 53.5 65.4 

Sado 32.0   37.2 20.1 31.4 24.6 

Oga 27.4   62.3 26.0 31.2 31.4 

Fukaura 33.9   25.2 10.0 23.4 28.5 

Vladivostok 28.0   34.0 18.4 29.5 27.8 

Hakodate 9.9   2.6   1.5   3.9   3.3 

Wakkanai   8.5   2.8   1.8   5.7   7.5 

Sosunovo 11.4   7.1   3.5   7.6 10.7 

Kholmsk 12.0   1.2   1.0   3.5   4.1 

Discussion of results 
The purpose of this work was to obtain wave characteristics in the Sea of Japan 

waters based on simulation for which 14 scenarios were considered; 4 of them with 
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the best wave characteristics of the process are presented in this work. Available 
publications on this earthquake were analyzed during the study [6–9]. A comparison 
of the obtained results with the data from the above publications (in most detail with 
the data from [6, 7] (Table 4)) performed for simulation earthquake sources, 
the localization of which is close to that proposed in our work, shows that the data 
of our numerical simulation are mainly close to the tide-gauge data at 
the corresponding stations with an accuracy of 5–6 cm. Where a significant 
difference between the tsunami amplitude and the calculated height takes place, it 
can be explained by complex physical processes in Toyama Bay, such as re-
reflection, edge waves and bay resonance phenomena [6–9]. 

T a b l e  4 

Sea level maximum rise (cm) near the settlements located on the estimated water  
area coast (data from different sources) 

Settlement In situ data [7] Scenario 4 Data from [6] 

Saigo 27.1 21.9 22 

Mikuni 31.5 30.2 40 

Toyama 79.4 85.0 75 

Kashiwazaki 40.2 65.4 60 

Sado 32.0 24.6 10 

Oga 27.4 31.4 18 

Fukaura 33.9 28.5 19 

Vladivostok 28.0 27.8   5 

Hakodate   9.9   3.3 – 

Wakkanai   8.5   7.5   6 

Sosunovo 11.4 10.7   3 

Kholmsk 12.0   4.1   3 

Thus, at Kashiwazaki station, all models, both our and those used in [6, 7], 
overestimate the tsunami amplitude (from 89.4 to 227.1 cm). According to our 
computation, the data spread at this point was from 53.5 to 121.3 cm with a change 
in the localization and dynamics of the earthquake source. However, scenario 4, 
chosen as the most adequate, provided a calculated value of 65.4 cm, which also 
exceeded the observed maximum amplitude at this point. 
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According to the observations, the maximum amplitude in the Toyama station 
area was 79.4 cm; according to scenario 4, we obtained a maximum wave 
displacement of 85.0 cm, i.e., a difference of 5.6 cm. In [7], the maximum amplitude 
for this point was 79.4 cm according to simulation data, and in [6] – 75 cm. In other 
words, the difference between the calculated and in natural data in [6, 7] was 4.4 and 
4.2 cm, respectively, i.e., 1.2 and 1.4 cm less than our corresponding data. Although 
the differences in both computed from [6, 7] and our are, in our opinion, within 
the framework of the source simulation accuracy, work [6] suggests that such 
a difference is possible in the presence of an additional landslide source to 
the seismic one, which is confirmed by the results of simulation performed by 
the authors of the work. The data in the remaining points in our computation have 
values that are quite close to the observed amplitudes, except for Wakkanai and 
Kholmsk. Thus, the maximum wave amplitude in Vladivostok is 28 cm and 
the computed values are 27.8 cm. These values are 11.4 and 10.7 cm, respectively, 
and their difference is 0.7 cm in Sosunovo village. 

Conclusion 
The computations using the block-keyboard earthquake model presented in this 

paper showed that it was especially important to take into account bottom 
geomorphology and geodynamics of tectonic processes for the earthquake that 
occurred in the Sea of Japan on 01.01.2024. This model permits to consider 
the initial stress distribution in the earthquake preparation zone as well as 
the dynamic transient process of forming the distribution of bottom displacements. 
Earthquake sources of various localizations with different shapes of the blocks that 
comprise it were considered. The most appropriate shape for simulating an intraplate 
active fault was the source with a long triangular block in the northwest of Nota 
Island. Numerical simulation results showed that the keyboard earthquake model 
made it possible to simulate adequately even such complex earthquake sources as 
the one that occurred in the northwest of Nota Island. A comparison of the obtained 
computation data with the amplitude of the maximum tsunami wave height from 
tide-gauge stations provided an value of less than 6 cm, except for three points. 
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Abstract 
Purpose. The study is purposed at analyzing the available potential energy and its budget components 
in the Black Sea based on the results of numerical circulation modeling using a new temperature and 
salinity approximation scheme in the advective transport operator.  
Methods and Results. Two numerical experiments were carried out based on the MHI model versions 
differing from each other in their approximation schemes of advective terms. The difference between 
the schemes is that in experiment 1, the condition of conserving temperature and salinity in the first and 
second degrees is satisfied, whereas in experiment 2 – temperature in the first and third degrees and 
salinity in the first and fifth degrees are conserved. It is found that application of the new scheme is 
accompanied by an increase in the available potential energy reserve by on average 30% over a year. 
The difference is conditioned by a decrease in both horizontal diffusion in a warm season and 
consumption of available potential energy through the buoyancy work in a cold season. The modeling 
results validated by the temperature and salinity measurement data from the MHI Oceanographic Data 
Bank show that application of the new approximation scheme permits to specify the density field and 
the energy characteristics in the Black Sea upper layer. Below the 300 m horizon, the discrepancies 
between the model and in-situ thermohaline fields in two experiments are minor, whereas 
the qualitative and quantitative distinctions in energy fields are significant: difference in the values of 
available potential energy in the basin central and periphery parts as well as the area of zones with 
the extreme buoyancy work values increase.  
Conclusions. Application of the new approximation scheme of temperature and salinity in the advective 
transport operator makes it possible to specify the field density and, as a consequence, to obtain more 
accurate estimates of the available potential energy of sea circulation. In the Black Sea upper layer (the 
main pycnocline layer and above), the difference between the fields of energy characteristics calculated 
in two experiments is due to the differences in spatial distribution of density anomalies, at that 
the anomaly absolute values and the maximum energy values in the experiments are close in their 
magnitudes. Below the pycnocline layer, application of the new scheme is followed by the growth of 
available potential energy since the temperature and salinity changes lead to an increase in the gradients 
of density anomalies normal to the coast. 
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Introduction 
Mesoscale eddy motions in the oceans and seas are one of the main mechanisms 

of vertical and horizontal matter and energy redistribution in marine water areas. 
According to classical concepts [1, 2], the formation of such eddies is associated 
with the release of some part of the ocean potential energy called the available 
potential energy (APE) and its transformation into eddy kinetic energy. The APE 
budget study makes it possible to estimate the role of the main physical forces in 
the mesoscale sea dynamics. Based on estimates of energy fluxes, it was shown in 
[3] that baroclinic production caused by the transfer of density anomalies by currents 
and potential and kinetic conversion determined by the vertical eddy flux of 
buoyancy force are the main mechanisms of APE transformation for the World 
Ocean. In [4], the results of a study of global eddy APE are presented and, in addition 
to [3], it is indicated that in the upper mixed layer of the ocean, diabatic mixing, 
atmosphere interaction at the water–air boundary and internal diffusion play 
a significant role in the APE budget. The literature also shows regional features of 
the APE distribution and evolution in large scale ocean currents. Thus, in [5], 
estimates of baroclinic conversion rate of APE were carried out and it was found that 
since it was an order of magnitude greater than the rate of barotropic conversion of 
eddy kinetic energy, it was this factor that explained the baroclinic nature of the Gulf 
Stream instability. In [6], it is shown that not the wind effect, but APE variations as 
a result of the thermal ocean–atmosphere interaction play a decisive role in 
the budget of eddy kinetic energy in the Kuroshio Extension region. 

In modern conditions, numerical modeling is one of the main tools for 
diagnosing and predicting hydrodynamic and energy characteristics of circulation. 
Traditionally, the equations of the energy change rate are derived from 
the differential equations of ocean energy [3, 7], but their discrete analogues, which 
are not an exact consequence of the finite-difference equations of the ocean model, 
will introduce an error in the quantitative estimates of energy fluxes. In addition, to 
estimate APE correctly when moving from the difference equation of advection–
diffusion of density to the equation of energy change rate, it is necessary to 
approximate the density adequately at those points of the difference template where 
it is not calculated directly. Taking into account the above considerations, a scheme 
for the approximation of the equation of APE change rate is proposed in [8]. It is 
obtained as a result of a strict algebraic transformation of the finite–difference 
equations of the model. In [9], a new scheme for the approximation of temperature 
and salinity on the cell edges is described (for a finite–difference template, where 
temperature and salinity are calculated at the cell center), which provides a divergent 
form of the density advection equation for an arbitrary polynomial dependence of 
density on temperature and salinity. 

The present paper is an extended version of the report of the 14th International 
Conference “Waves and Vortices in Complex Media” 2023 [10] continuing 
the numerical analysis of the Black Sea energy [11]. To estimate how the scheme for 
calculating thermohaline characteristics affects the spatial and temporal variability 
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of energy fluxes that form APE, this paper includes a circulation modeling based on 
the approximations proposed in [8, 9]. All terms of the APE budget equation were 
calculated and analyzed and a comparison was made with previously obtained data. 

Calculation method and data used 
Analysis of the APE distribution features in the Black Sea is carried out using 

the example of circulation modeling in 2016. Numerical experiments were carried 
out using the eddy resolving model of Marine Hydrophysical Institute with 
a resolution of 1.6 km [11]. The model is constructed based on the complete system 
of equations of ocean thermohydrodynamics in the Boussinesq approximation and 
hydrostatics. The state equation  is represented by a nonlinear dependence of density 
on temperature and salinity. Vertical turbulent mixing is parameterized by 
the Mellor–Yamada 2.5 closure model [12], horizontal diffusion in the heat and salt 
equations as well as horizontal viscosity in the equations of motion are described by 
the Laplace operator to the second degree with constant coefficients of 
the corresponding dimension. Wind stress, heat fluxes, precipitation and evaporation 
according to the ERA5 1 reanalysis data are specified as boundary conditions on 
the free surface. On the solid lateral sections of the boundary, the conditions of 
equality to zero of the normal velocity and the normal derivative of the tangential 
velocity as well as the equality to zero of their Laplacians are set. The equality to 
zero of the normal derivatives and their Laplacians are set for the temperature and 
salinity. On the bottom, the no-slip condition and the condition of the absence of 
normal heat and salt fluxes are set. The model takes into account the climatic runoff 
of rivers and water exchange through straits [13] and Dirichlet conditions are set on 
the liquid sections of the boundary. Correction of inaccuracies in the specification of 
the heat flux from the atmosphere to the sea surface is carried out by assimilating 
the satellite sea surface temperature [14]. The basin bathymetry is constructed on 
the basis of the EMODnet digital depth array 2 . The finite–difference approximation 
of the model equations is carried out on grid C [15]. The complete physical 
formulation of the problem, the coefficients used and the parameterizations are 
presented in detail in [11]. 

Two numerical experiments on the circulation modeling and the exact 
calculation of the APE budget were carried out in the work. The difference between 
them is in the method of temperature T and salinity S calculating in the finite–
difference operator of advective transport which, for example, has the following 
form for the temperature (similarly for salinity): 

1 Hersbach, H., Bell, B., Berrisford, P., Biavati, G., Horányi, A., Muñoz Sabater, J., Nicolas, J., 
Peubey, C., Radu, R. [et al.], 2018. ERA5 Hourly Data on Single Levels from 1940 to Present: Data 
Set. In: Copernicus Climate Change Service (C3S) Climate Data Store (CDS). [Accessed: 25 June 
2023]. https://doi.org/10.24381/cds.adbb2d47  

2 EMODnet. EMODnet European Marine Observation and Data Network. [online] Available at: 
https://doi.org/10.12770/ff3aff8a-cff1-44a3-a2c8-1910bf109f85 [Accessed: 27 August 2024]. 
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+�𝑣𝑣𝑖𝑖,𝑗𝑗+1/2,𝑘𝑘�𝑇𝑇𝑖𝑖,𝑗𝑗+1/2,𝑘𝑘 − 𝑇𝑇𝑖𝑖,𝑗𝑗,𝑘𝑘� − 𝑣𝑣𝑖𝑖,𝑗𝑗−1/2,𝑘𝑘�𝑇𝑇𝑖𝑖,𝑗𝑗−1/2,𝑘𝑘 − 𝑇𝑇𝑖𝑖,𝑗𝑗,𝑘𝑘��ℎ𝑦𝑦−1 + 

+�𝑤𝑤𝑖𝑖,𝑗𝑗,𝑘𝑘+1/2�𝑇𝑇𝑖𝑖,𝑗𝑗,𝑘𝑘+1/2 − 𝑇𝑇𝑖𝑖,𝑗𝑗,𝑘𝑘� − 𝑤𝑤𝑖𝑖,𝑗𝑗,𝑘𝑘−1/2�𝑇𝑇𝑖𝑖,𝑗𝑗,𝑘𝑘−1/2 − 𝑇𝑇𝑖𝑖,𝑗𝑗,𝑘𝑘���ℎ𝑧𝑧𝑘𝑘�
−1,

where u, v, w are components of the current velocity vector; h is spatial step size in 
the corresponding direction; i, j, k are coordinates of the model grid nodes in 
the space of grid functions corresponding to the middle of the cell on grid C [16]. 
Since temperature, salinity and density on grid C are calculated at the center of 
the model cell [15], their values on the cell edges (half-integer indices) are, strictly 
speaking, unknown. It is shown in [9] that under adiabatic conditions and in 
the absence of external sources with a nonlinear equation of state independent of 
pressure, to preserve the discrete integral of density, it is advisable to use such 
approximations of the nonlinear terms on the cell edges so that along with T and S, 
Tm and Sl are preserved, where m and l are positive integers greater than 2. In 
experiment 1, the formula below was used to calculate T and S on the cell edges  

𝑇𝑇𝑖𝑖+1/2,𝑗𝑗,𝑘𝑘 =
𝑇𝑇𝑖𝑖+1,𝑗𝑗,𝑘𝑘 + 𝑇𝑇𝑖𝑖,𝑗𝑗,𝑘𝑘

2
,  𝑆𝑆𝑖𝑖+1/2,𝑗𝑗,𝑘𝑘 =

𝑆𝑆𝑖𝑖+1,𝑗𝑗,𝑘𝑘 + 𝑆𝑆𝑖𝑖,𝑗𝑗,𝑘𝑘

2
,  (1) 

and the detailed derivation of the formula in experiment 2 is shown in [9]: 

𝑆𝑆𝑖𝑖+1/2,𝑗𝑗,𝑘𝑘 = 4
5

𝑆𝑆𝑖𝑖+1,𝑗𝑗,𝑘𝑘
4 +𝑆𝑆𝑖𝑖+1,𝑗𝑗,𝑘𝑘

3 𝑆𝑆𝑖𝑖,𝑗𝑗,𝑘𝑘+𝑆𝑆𝑖𝑖+1,𝑗𝑗,𝑘𝑘
2 𝑆𝑆𝑖𝑖,𝑗𝑗,𝑘𝑘

2 +𝑆𝑆𝑖𝑖+1,𝑗𝑗,𝑘𝑘𝑆𝑆𝑖𝑖,𝑗𝑗,𝑘𝑘
3 +𝑆𝑆𝑖𝑖,𝑗𝑗,𝑘𝑘

4

𝑆𝑆𝑖𝑖+1,𝑗𝑗,𝑘𝑘
3 +𝑆𝑆𝑖𝑖+1,𝑗𝑗,𝑘𝑘

2 𝑆𝑆𝑖𝑖,𝑗𝑗,𝑘𝑘+𝑆𝑆𝑖𝑖+1,𝑗𝑗,𝑘𝑘𝑆𝑆𝑖𝑖,𝑗𝑗,𝑘𝑘
2 +𝑆𝑆𝑖𝑖,𝑗𝑗,𝑘𝑘

3 , (2) 

𝑇𝑇𝑖𝑖+1/2,𝑗𝑗,𝑘𝑘 =
2
3
𝑇𝑇𝑖𝑖+1,𝑗𝑗,𝑘𝑘
2 + 𝑇𝑇𝑖𝑖+1,𝑗𝑗,𝑘𝑘𝑇𝑇𝑖𝑖,𝑗𝑗,𝑘𝑘 + 𝑇𝑇𝑖𝑖,𝑗𝑗,𝑘𝑘

2

𝑇𝑇𝑖𝑖+1,𝑗𝑗,𝑘𝑘 + 𝑇𝑇𝑖𝑖,𝑗𝑗,𝑘𝑘
. 

Formulas (1) and (2) describe the change in T and S along the x coordinate (for 
y and z similarly). For both calculation methods, the finite–difference operator of 
advective transport has the second order of approximation. The difference between 
the experiments is that T, S and T2, S2 were preserved in experiment 1 and T, S and 
T3, S5 in experiment 2. Approximation (2) has limitations at |T|≪ 1°C and/or |S|≪ 
1‰. As for the Black Sea conditions, such a situation is practically atypical and it is 
not taken into account in the presented calculations. 

The APE change rate was calculated using the following formula 
𝜕𝜕𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖,𝑗𝑗,𝑘𝑘

𝜕𝜕𝜕𝜕
+ �δ𝑥𝑥�𝑢𝑢𝑖𝑖,𝑗𝑗,𝑘𝑘𝑎𝑎𝑖𝑖,𝑗𝑗,𝑘𝑘

𝑝𝑝𝑝𝑝 �+ δ𝑦𝑦�𝑣𝑣𝑖𝑖,𝑗𝑗,𝑘𝑘𝑎𝑎𝑖𝑖,𝑗𝑗,𝑘𝑘
𝑝𝑝𝑝𝑝 �+ δ𝑧𝑧�𝑤𝑤𝑖𝑖,𝑗𝑗,𝑘𝑘𝑎𝑎𝑖𝑖,𝑗𝑗,𝑘𝑘

𝑝𝑝𝑝𝑝 �� (δ𝑧𝑧ρ𝑘𝑘𝑠𝑠 )−1 =

= −𝑔𝑔 𝑤𝑤𝑖𝑖,𝑗𝑗,𝑘𝑘
𝑧𝑧ρ𝑖𝑖,𝑗𝑗,𝑘𝑘

∗ + ω𝑖𝑖,𝑗𝑗,𝑘𝑘 + (𝐷𝐷𝐻𝐻 + 𝐷𝐷𝑉𝑉)𝑖𝑖,𝑗𝑗,𝑘𝑘  ,

𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖,𝑗𝑗,𝑘𝑘 = 𝑎𝑎𝑖𝑖,𝑗𝑗,𝑘𝑘
𝑝𝑝𝑝𝑝 (δ𝑧𝑧ρ𝑘𝑘𝑠𝑠 )−1,  𝑎𝑎𝑖𝑖,𝑗𝑗,𝑘𝑘

𝑝𝑝𝑝𝑝 = 𝑔𝑔
�ρ𝑖𝑖,𝑗𝑗,𝑘𝑘

∗ �2

2
,  (3) 

where APE is APE density; δ is finite-difference analogue of the differentiation 
operator with respect to the corresponding coordinate; g is acceleration of gravity; 
ρ𝑠𝑠is average density of sea water over the area of the k layer; ρ∗ is density anomaly 
calculated as the difference between the local and average density over the layer; DH, 
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DV are horizontal and vertical diffusion components of the APE budget; ω is 
designation of additional difference terms that have no analogue in the differential 
equation and result from the rigorous derivation of formula (3) from the finite-
difference equations of the model. Note that ω includes terms that take into account 
the change in density anomalies on the cell edges and are associated with advective 
transport, and D is additional diffusion terms. The derivation and full form of 
the terms ω, DH and DV are presented in [8]. For ease of interpretation of 
the experimental results, equation (3) is rewritten in symbolic form: 

𝜕𝜕𝐴𝐴𝐴𝐴𝐴𝐴
𝜕𝜕𝜕𝜕

= 𝐴𝐴𝐴𝐴𝐴𝐴 + 𝑊𝑊𝑊𝑊𝑊𝑊 + 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 + 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷,   

where ADV is APE change due to advective transport, WRG – due to the buoyancy 
work, DIFH and DIFV – due to horizontal and vertical diffusion, respectively. 

As a result of numerical experiments for each day of 2016, 3D fields of 
temperature, salinity, density, current velocity, density anomalies, APE field and its 
budget components were obtained. Validation of the results of thermohaline field 
modeling was carried out based on the data obtained from the MHI Oceanographic 
Data Bank [17]. Contact measurements of temperature and salinity were carried out 
by Argo profiling floats as well as during R/V Professor Vodyanitsky cruises in 2016. 
Table presents the root mean square deviations (RMSD) between the model and 
natural values of temperature and salinity for all available observational data. As can 
be seen from Table, in experiment 2, the RMSD of temperature in the 30–100 m 
layer decreases by 25%, and the average RMSD of salinity for horizons from 0 to 
100 m decreases by 21%. The difference between the RMSD for the two 
experiments is insignificant for deep water horizons below 300 m. 

Root mean square deviation between the model and in-situ temperature and 
salinity 

Depth, m 

Experiment 1 
Experiment 2 

Temperature, °С Salinity, ‰ Temperature, °С Salinity, ‰ 

0–5 0.79 0.28 0.94 0.22 

5–30 1.53 0.23 1.54 0.17 

30–100 1.12 0.67 0.84 0.56 

100–300 0.26 0.48 0.27 0.50 

300–800 0.05 0.09 0.07 0.10 

800–1500 0.03 0.08 0.03 0.08 
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Comparison of the modeling results with in-situ data showed that the decrease 
in the RMSD in the upper 100 m layer of the Black Sea when using approximation 
scheme (2) from the point of view of practical hydrology was manifested in 
a decrease in the thickness of the upper mixed layer in the winter period and 
a decrease in the depth of the upper boundary of the thermocline layer in summer in 
the central part of the sea. 

Results 
Analysis of the integral and spatial distributions of the APE budget components 

and comparison with distribution of thermohaline and dynamic characteristics of 
circulation based on the results of numerical experiments were carried out. Both 
experiments started with the same initial conditions, and significant differences in 
the values of the model parameters appeared in April. It was found that, starting from 
spring, the volume-average APE in experiment 2 exceeded its values in experiment 
1; this difference was about 30% on average per year. Since the Black Sea is 
characterized by strong seasonal variability of hydrophysical fields [18], summer 
(May–June) and winter (November–December) periods were considered for a more 
detailed comparison. 

Fig. 1 shows the change in the volume-average APE, WRG and DIFH over time 
for two experiments in summer and winter 2016. Analysis of the change in the APE 
budget components over time showed that in summer season, the APE increase in 
experiment 2 (Fig. 1, a) was associated with energy loss decrease due to horizontal 
diffusion (Fig. 1, b). At the same time, the spatial distribution of the DIFH 
component indicates horizontal diffusion weakening in the coastal zone on 
the northwest shelf (NWS) and in the deep water part of the sea [10, p. 379, 
Fig. 1, b]. Analysis of the thermohaline characteristics on the NWS in experiment 2 
revealed a decrease in horizontal salinity gradients which determines energy flux 
decrease due to horizontal diffusion. In the central part, the diffusion flux decreases 
due to a more uniform spatial distribution of the density field. 

According to the mathematical formulation of the problem in the MHI model, 
a positive WRG value corresponds to the APE transformation into kinetic energy, 
i.e., its decrease. For the curves shown in Fig. 1, d, the average values of
the <WRG>V parameter are 0.15⋅10−5 and 0.01⋅10−5 W for experiments 1 and 2, 
respectively. Thus, in winter, the increase in the APE store in experiment 2 
(Fig. 1, c) is stipulated by a smaller amount of APE spent on transformation into 
kinetic energy. In addition, as shown in [10, p. 380, Fig. 2], the energy flux caused 
by the transformation of kinetic energy into available potential energy increases in 
the western and southwestern parts of the continental slope in experiment 2. 
The WRG component is determined by the density and vertical velocity. Therefore, 
cooling and intensification of winter convection are the main reasons for the increase 
in APE store in winter. 
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F i g.  1. Change over time of volume-average APE (a, c), horizontal diffusion of APE (b) and buoyancy 
work (d) for two experiments in May–June (a, b) and November–December (c, d) 2016. Red line is 
experiment 1, blue line is experiment 2 

Comparison of the APE and DIFH curves in two experiments shown in Fig. 1 
demonstrates the similarity of the temporal variability of the volume-average values 
of the energy characteristics. This behavior of the curves is probably due to 
the variability of external conditions. It was shown earlier in [19] that the upper 30 m 
sea layer most strongly affected by thermohaline forcing made maximum 
contribution to the APE store in the Black Sea. Since the boundary conditions for 
both experiments are the same, the variability over time of the average integral APE 
and DIFH values is almost identical in the experiments. The shift of the curves along 
the ordinate axis results from an increase in the average density anomaly due to 
changes in the thermohaline characteristics. 

For summer and winter periods, the change in the APE store by depth was 
estimated for two experiments. For this purpose, the difference between the average 
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APE by volume of layer k in two calculations ∆𝐴𝐴𝐴𝐴𝐴𝐴𝑘𝑘 = < 𝐴𝐴𝐴𝐴𝐴𝐴exp2 > 𝑉𝑉𝑘𝑘 −
 < 𝐴𝐴𝐴𝐴𝐴𝐴exp1 > 𝑉𝑉𝑘𝑘  was calculated in each model layer. A positive value of ∆𝐴𝐴𝑃𝑃𝑃𝑃𝑘𝑘 
indicates that the APE store in layer k is higher in experiment 2. It was found that in 
summer, in the 5–40 m layer, the average APE was higher in experiment 1 (Fig. 2, a, 
curves 3–9). Starting from the 60 m horizon (Fig. 2, a, curves 11 and below), 
the APE in experiment 2 exceeds the values in experiment 1 reaching a maximum at 
layer 21 (Fig. 2, a, curve 21) corresponding to the 500–700 m depth. 

F i g.  2. Change over time of difference ∆𝐴𝐴𝐴𝐴𝐴𝐴𝑘𝑘 in May–June (a) and November–December (b) 2016. 
Numerals are the layer numbers (index k) 

For winter season in the 40–100 m layer, the ∆𝐴𝐴𝐴𝐴𝐴𝐴𝑘𝑘 value is negative (Fig. 2, b, 
curves 9–13), therefore, the APE in the first experiment is higher than in the second 
one. For deep water horizons in winter, as well as in summer, the APE store in 
experiment 2 is higher than in experiment 1. However, the maximum difference 
between the calculations in winter is almost twice as large. 

Discussion 
Initial and boundary conditions for the numerical experiments were the same 

varying only in the scheme for calculating the temperature and salinity in 
the advective heat and salt transfer operator. No other changes to the finite–
difference equations of the model or the values of the model constants were made. 
All the differences among the calculation results described above are directly or 
indirectly through a change in density due to a change in temperature and salinity 
advection. To determine the physical causes of the differences revealed, spatial 
distributions of the energy and hydrological characteristics of the circulation at 
different horizons in summer and winter periods will be considered in more detail. 
As shown above, in summer, the APE store in the upper sea layer is higher in 
experiment 1. Spatial distribution analysis of the APE density and local seawater 
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density anomaly in June shows that APE is smaller in the upper layer in experiment 
2 (Fig. 3, b) due to the lower absolute values of the density anomaly on the NWS 
(Fig. 3, d) compared to experiment 1. 

F i g.  3. Spatial distributions of APE (a, b), density anomaly (c, d) and current velocities (e, f) at the 5 m 
depth based on the results of experiments 1 (a, c, e) and 2 (b, d, f) on June 15, 2016 

Decrease of the density anomaly module is due to lower temperature values and 
higher salinity compared to experiment 1. As can be seen from the results of 
the validation of thermohaline characteristics (Table), the use of the new 
approximation scheme (2) makes it possible to improve the reproduction of salinity 
in the upper 100 m layer. Since the density depends predominantly on salinity [20] 
in the Black Sea, it can be assumed that the density anomaly used in formula (3) was 
more correctly calculated in experiment 2. Consequently, the APE estimates 
obtained in experiment 2 are more realistic. 

When comparing Figs. 3, c and 3, d, a difference in the area of positive density 
anomalies in the central part of the sea is observed, which has little effect on the APE 
spatial distribution, but shows similarity with the current velocity fields (Fig. 3, e 
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and f). Extensive positive anomalies correspond to denser waters within the Black 
Sea Rim Current in experiment 2 in summer indicating a more intense cyclonic 
circulation (Fig. 3, f) and upwelling of deep waters in the central part of the sea. 

F i g.  4. Spatial distributions of APE (a, b), density anomaly (c, d), current velocities (e, f) and buoyancy 
work (g, h) at the 500 m depth based on the results of experiments 1 (a, c, e, g) and 2 (b, d, f, h) on June 
15, 2016 

At the deep horizons in summer (Fig. 4, a, b), the differences in the APE value 
are more significant than in the upper layer: firstly, the APE extremes in experiment 
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2 are approximately 2.5 times greater than in experiment 1; secondly, there is 
a significant difference in the APE value between the periphery and the central part 
of the sea. Comparison with the density anomaly fields shows that the increase in 
APE in experiment 2 is due to large absolute values of the density anomaly at 
the basin periphery (Fig. 4, d), whereas in experiment 1 the largest values are located 
in the center (Fig. 4, c). As shown in [19], such a structure of the APE fields and 
the density anomaly at the deep horizons is determined by mesoscale eddy 
variability. According to Fig. 4, e and f, the anticyclonic eddies near the continental 
slope have a clearer structure and their location coincides with the increased APE 
values in experiment 2. In addition, the analysis of the APE budget components 
showed that the contribution of the buoyancy work in the eddy zone increases in 
experiment 2 (Fig. 4, h). 

For winter period, it was found that the greatest differences between the APE 
values in the two experiments were observed in the 40–100 m layer (Fig. 2, b). To 
identify their causes, the maps of the APE fields and density anomalies at the 50, 75, 
and 100 m horizons were analyzed. In accordance with Fig. 5, increased APE values 
are observed on the periphery of the basin in the western part of the sea in 
experiment 1 (Fig. 5, a) and these areas correspond spatially to the negative density 
anomalies (Fig. 5, c) in anticyclonic eddies. It is also evident that the spatial structure 
of the density anomaly fields in experiment 2 (Fig. 5, d) is significantly different 
from the experiment 1 data (Fig. 5, c). 

F i g.  5. Spatial distributions of APE (a, b) and density anomaly (c, d) at the 75 m depth based on 
the results of experiments 1 (a, c) and 2 (b, d) on December 15, 2016 
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Therefore, an additional estimate of the change in the temperature and salinity 
deviations over time from the measurement data for the southwestern part of the 
sea at the 50–100 m depths was carried out in winter. Three Argo profiling floats 
Nos. 3901852, 3901854, 3901855 were considered (the map of locations of the 
profiling stations is shown in Fig. 6, a). Fig. 6, b and c shows the model data 
deviations from those measured at the 75 m horizon. The average temperature 
deviation for 22.10.2016–28.12.2016 was −1.7 and +0.1 °C; the salinity deviation 
was 0.5 and 0.3‰ for experiments 1 and 2, respectively. As can be seen for the 
indicated floats in experiment 2, the deviations of the thermohaline 
characteristics decrease, therefore, the data are simulated more accurately than 
in experiment 1. Thus, for the winter season of 2016, the APE estimates 
obtained using the approximation schemes (2), (3) are more adequate to the real 
energy of the circulation. 

F i g.  6. Map of the locations of Argo profiling float stations (a), deviations of model temperature (b) 
and salinity (c) from the observation data at the 75 m depth in October–December 2016 

For deep horizons in winter, the APE field structure is similar to that in summer, 
and increased values in experiment 2 are also observed on the basin periphery and 
by approximately two times exceed the experiment 1 data. 

Conclusion 
Based on the 2016 data, the paper analyses numerically the APE store and its 

budget components in the Black Sea obtained using a new scheme of temperature 
and salinity approximation in the advective transport operator for the heat and salt 
advection–diffusion equations in the MHI model (experiment 2). A comparison of 
the energy characteristics of the circulation is performed with the estimates obtained 
earlier based on the traditional approximation scheme (experiment 1). Differences in 
both integral values and spatial distribution of APE, buoyancy work and horizontal 
diffusion are obtained. It is found that the APE store in experiment 2 is 30%, on 
average per year, greater than in experiment 1. Moreover, in warm period, this 
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difference results from horizontal diffusion decrease, and in cold period, it is 
conditioned by a decrease in the APE amount spent on transformation into kinetic 
energy due to the buoyancy work. 

As the analysis showed, the quantitative and qualitative discrepancies in 
the distributions of APE and its budget components between the results of the two 
experiments are due to differences in the fields of seawater density anomalies. In 
experiment 2 in the summer of 2016, the APE store in the upper layer was smaller 
than in experiment 1 due to a decrease in the density anomaly module on the NWS, 
and in winter, on the contrary, it was higher due to the formation of extensive areas 
of negative density anomalies in the western part of the sea corresponding to 
anticyclonic eddy formations. Throughout the year, the increased APE values below 
the 100 m horizon compared to experiment 1 are associated with an increase in 
density anomalies near the continental slope due to the intensification of mesoscale 
eddies. 

As the validation of model thermohaline fields demonstrated, the use of 
the approximation scheme (2) permits a more accurate reproduction of salinity, and 
hence density, thus providing a more correct APE calculation in the Black Sea upper 
layer. Below the 300 m horizon, no significant discrepancies between the temperature 
and salinity in two calculations and observational data were found; but significant 
qualitative and quantitative differences were revealed for the energy characteristics: in 
experiment 2, the difference in APE values in the central part and on the basin 
periphery increases and the area of zones of extreme buoyancy work values increases. 

According to the results of the study, the change in the model temperature and 
salinity associated with the new scheme for calculating the advective transfer of heat and 
salt causes a change not only in the density and APE, but also in the budget terms 
describing diffusion processes. The analysis showed that the areas of decreasing energy 
flux due to horizontal diffusion spatially correspond to the zones of decreasing horizontal 
salinity gradients. The indirect use of the new approximation scheme through a change 
in density helps to reduce the dissipation of available potential energy. It should also be 
noted that, according to preliminary estimates obtained in [9], a change in 
the temperature and salinity calculation scheme leads to an intensification of 
the upwelling of deep waters in the central part of the sea. Therefore, a change in 
advection affects vertical mixing and deep convection, however, this issue is beyond 
the scope of the presented work and is planned as a topic for a separate study.  

The results obtained are useful for the analysis of the mechanisms of evolution of 
mesoscale eddies based on the estimate of the energy contributions of such physical 
processes as dissipation, instability, buoyancy work and pressure. 
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Abstract 
Purpose. The work is aimed at studying the hydrodynamic conditions of formation of the sand spits in 
Taganrog Bay of the Azov Sea from the viewpoint of the morphological features of spits. 
Methods and Results. The analysis is based on the results of numerical modeling the hydrodynamic 
parameters of the entire Azov Sea over 42 years, from 1979 to 2020. The generated data array consists 
of the hourly spatial fields of bottom current speeds and directions, as well as the wind wave significant 
heights and directions of their propagation. A significant difference between the hydrodynamic regimes 
of the sand spits of the northern coast (Belosaraysk and Krivaya spits) and the southern coast 
(Ochakovsk, Chumbursk, Sazalniksk and Yeysk spits) has been found. 
Conclusions. In the coastal waters of Belosaraysk and Krivaya spits (the northern coast), the frequency 
of currents from the east prevails. Beglitsk (the northern coast), Ochakovsk and Sazalniksk (the 
southern coast) spits are characterized by the predominance of currents from the west. In the region of 
Belosaraysk and Krivaya spits, the long-term mean velocities of the currents directed to the east are 
slightly higher than those of the currents directed to the west. In the areas of Beglitsk spit (the northern 
coast), as well as Ochakovsk, Chumbursk, Sazalniksk and Yeysk spits in the southern part of the bay, 
the eastward directed currents dominate noticeably, both in terms of mean and maximum speeds. In 
the coastal waters of Belosaraysk and Krivaya spits, both the mean and maximum heights of the waves 
propagating to the east slightly exceed those of the waves propagating to the west. As for Beglitsk, 
Ochakovsk, Chumbursk, Sazalniksk and Yeysk spits, the dominating westward direction of wave 
propagation is, on average, a characteristic feature, whereas the waves of maximum heights develop 
during the eastern storms. 

Keywords: Sea of Azov, sand spits, hydrodynamic conditions, numerical modeling 

Acknowledgements: The work was carried out in accordance with the theme of state assignment of 
IO RAS (No. FMWE-2024-0027). 

For citation: Divinsky, B.V., 2024. Numerical Study of Hydrodynamic Regime of the Taganrog Bay 
Waters in the Sea of Azov. Physical Oceanography, 31(5), pp. 694-706.  

© 2024, B. V. Divinsky 

© 2024, Physical Oceanography 

Introduction 
Taganrog Bay is situated in the north-eastern region of the Sea of Azov. 

Taganrog Bay extends for 135 km in length and has a typical width of 30 km. In 
comparison to the main water area of the Sea of Azov, it is relatively shallow, with 
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an average depth of approximately 5 m [1]. The coastal zone of the bay, as well as 
the entire sea, is characterised by specific geomorphological forms, namely sand 
spits (Fig. 1). 

F i g.  1. Bathymetric map and morphometric features of Taganrog Bay in the Sea of Azov (on the top); 
examples of radical reshaping of spits (on the bottom) 

On the northern coast, the spits of Belosaraysk, Krivaya and Beglitsk are 
the most developed, exhibiting significant extension into the open sea. The general 
direction of Belosaraysk and Krivaya spits is from east to west, whereas Beglitsk 
spit is oriented in the opposite direction. In the southern sector of the bay, the spits 
of Ochakovsk, Chumbursk, Sazalniksk and Yeysk are morphometrically oriented 
from west to east. However, the extremities of all spits, with the exception of Yeysk, 
may occasionally exhibit a tendency to extend in the opposite direction. 
The underwater extensions of these spits are also oriented from east to west, as is 
evident from Fig. 1, which illustrates the 2 m isobath. The distal portion of Dolgaya 
Spit, which directly borders Taganrog Bay on the southern side, bends either towards 
the bay or towards the open sea, depending on the prevailing hydrodynamic 
conditions. 

It is noteworthy that a similar phenomenon was previously observed (Fig. 2). 
The spits directed from east to west are indicated in red in Fig. 2, while those directed 
from west to east are indicated in blue. The maps are ordered according to the year 
of publication.  

Fig. 2 illustrates stability of the above-mentioned features of the morphological 
appearance of Taganrog Bay over a period of at least 250 years. 
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F i g.  2. Historical maps of Taganrog Bay (source: internet archives papacoma.narod.ru; www.etomesto.ru) 

Spatial positions of the main Taganrog Bay spits (excluding Dolgaya Spit) are 
summarized in the table. 

General directions of the spits in Taganrog Bay 

Coast Spit Direction 

Northern 

Belosaraysk E-W 
Krivaya E-W 
Beglitsk W-E 

Southern 

Ochakovsk * W-E 
Chumbursk * W-E 
Sazalniksk * W-E 

* Direction of extremity E-W, W-E.

http://www.etomesto.ru/
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Let us point out once again that, with the exception of Beglitsk Spit, the sand 
spits of the northern part of Taganrog Bay (Belosaraisk and Krivaya) are oriented 
from east to west. The southern coast spits (Ochakovsk, Chumbursk, Sazalniksk 
and Yeysk), as well as Beglitsk Spit (the northern coast), are oriented in the opposite 
direction – from west to east. Thus, as follows from Fig. 1, 2, certain patterns in 
the development of the spits of the northern and southern coasts of the bay are found. 
Their study is the subject of the present paper. 

The formation and transformation of sand spits is influenced by morphological 
factors such as bedrock conditions, sediment granulometric composition and 
the presence or absence of beach recharge, as well as hydrodynamic factors such as 
sea currents, prevailing wind waves and sea level. The morpho- and lithodynamic 
features of the sand spits of Taganrog Bay have been the subject of considerable 
research. A synthesis of the findings from numerous studies [2–8] reveals that 
the spits are predominantly composed of fine-grained sands and coarse silts, with 
the proportion of aleuritic silts increasing with depth. The underwater bases of 
the spits, which have been traced to depths of approximately 3–4 m, consist of sands 
with an admixture of shells and detritus. In general, as evidenced by the findings [3], 
the abrasion slopes of the northern and southern coasts of the bay exhibit typological 
similarities. 

The most extensively studied hydrodynamic characteristics of the waters of 
Taganrog Bay are wind surges. These surges are associated to a significant extent 
with the developed system of sea level observations, with data being gathered from 
numerous hydrological posts located along the entire coast of the Sea of Azov [9–
13]. The most notable characteristic of the bay is the considerable amplitude of wind 
surges. To illustrate, in Taganrog, the range of sea level fluctuations exceeded 6 m 
between the years 1882 and 1998 [14]. 

The wind wave regime of Taganrog Bay (as part of the Sea of Azov) has been 
the subject of detailed study [15–17], with estimates of the main parameters of wind 
waves (heights, periods and lengths) in the water area of the entire Sea of Azov. It is 
regrettable that the analysis does not take into account the ice cover, which partially 
or completely (depending on the severity of atmospheric conditions) covers the sea 
area from approximately November to March. The presence of ice has a direct 
impact on the conditions that facilitate the development and transformation of wind 
waves. 

The parameters of sea currents in the Taganrog Bay water area, obtained by 
calculation, have been subjected to analysis in several scientific manuals [6, 15]. 
However, the main limitation of the data is that the current fields correspond only to 
specified directions and certain gradations of wind speed. Consequently, there is no 
information regarding the estimation of climatic conditions with respect to 
the characteristics of the currents. 

Thus, assuming a certain morphological similarity between the sand spits of 
Taganrog Bay, the following aims of this study are defined: 

− to analyze in detail the hydrodynamic regime of the Taganrog Bay waters; 
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− to identify possible factors that determine the general orientation of the spits 
on the northern coast from east to west, and on the southern coast, in 
the opposite direction, from west to east; 

− to propose an answer to the question "Why doesn’t Beglitsk Spit of 
the northern coast follow the general rule and is oriented from west to east?". 

It is worth noting that the renowned Soviet researcher V. P. Zenkovich 1 noted 
that Krivaya and Beglitsk spits are rotated relative to each other “with an exact angle 
of 90°” (in reality, slightly more), but he did not inquire about the reasons for this 
phenomenon.  

The main research method is mathematical modeling. 

Materials and methods 
The hydrodynamic regime of the Taganrog Bay water area is primarily 

influenced by three key factors: sea currents, wind waves, and sea level variations 
caused by storm surges and seiche oscillations. In conditions of reduced water depth, 
these factors are strongly interconnected. An increase in sea level results in 
a transformation of the fields of currents and waves. The collapse of storm waves by 
radiation stresses serves to adjust the magnitude and direction of currents, in addition 
to increasing the height of surges. The potential for ice to be present in the water area 
introduces an additional layer of complexity to the situation. From the perspective 
of simulating the ongoing hydrodynamic processes, it is evident that a separate 
calculation of the parameters of currents, waves and level is not entirely accurate. 
A more accurate methodology would be to analyse all processes within the context 
of a unified model. A comparable methodology was employed in the author’s 
preceding work [18] on the investigation of the hydrodynamic regime of the entire 
Sea of Azov, using the following approaches: 

1. Sea currents are calculated using the 5-layer σ-coordinate 3D ADCIRC
model based on the solution of shallow water equations. Various modifications of 
the model have been effective in studies, particularly those examining extreme storm 
surges in the Sea of Azov (for example, in [9]). 

2. Wind wave parameters are calculated using the MIKE 21 SW spectral wave
model of the Danish Hydraulic Institute, which has been successfully applied to 
the conditions of the Azov and Black seas [19]. 

3. Fields of atmospheric pressure, surface wind components and ice
concentration required for modeling are selected from the ERA5 global atmospheric 
reanalysis database. The time step is 3 h for atmospheric pressure and wind fields, 
and 1 day for ice concentration fields. 

4. The calculation grid is formed based on a modern bathymetric map of
the Sea of Azov [6]. 

5. The combination of models, taking into account the interaction of currents
and waves, is carried out as follows: the height and current parameters determined 

1 Zenkovich, V.P., 1958. Shores of the Black and Azov Seas. Moscow: Geografgiz, p. 164 (in 
Russian). 
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in the hydrodynamic model are used in the spectral wave model to calculate wind 
wave parameters; radiation stresses generated by wave breaking processes and 
calculated by the wave model correct the current parameters. 

The combined model is validated using available experimental data on 
the parameters of sea currents, wind waves and sea level. The data set comprises 
the results of measurements obtained using a range of specialist instruments, 
including tide gauges, RDI ADCPs and Vector-2 probes, as well as satellite 
observations. 

The calculations produced a database of hourly spatial fields of current and 
wind wave parameters covering the entire water area of the Sea of Azov, 
including Taganrog Bay. The calculation period was 42 years (January 1979 to 
December 2020).  

Results and discussion 
First, a few comments clarifying the features of the approach used to analyze 

the hydrodynamic impact on the coastal zone are to be made: 
1. The data on the characteristics of sea currents and wind waves are used. Sea

level fluctuations, or more specifically, storm surges, are not considered separately, 
since the surge process transforms both the current fields and the waves, which 
directly affect the bottom and coast deformations. 

2. The use of a 3D hydrodynamic model allows a precise analysis of
the bottom currents responsible for the initial suspension and redistribution of 
bottom material in the coastal zone of the sea. 

F i g.  3. Roses of bottom currents (%) in 1979–2020 

Figs. 3 and 4 show bottom current and wind wave roses (in terms of significant 
wave heights) at several points in Taganrog Bay. Due to the climatic predominance 
of relatively weak currents and waves, current velocities of less than 0.1 m/s and 
wave heights of less than 0.1 m were not included in the data used to construct Figs. 
3 and 4. The repeatability of current velocities or wave heights and directions is 
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presented for three spits on the northern coast (Belosaraisk, Krivaya and Beglitsk) 
and five on the southern coast (Ochakovsk, Chumbursk, Sazalniksk, Yeysk, and 
Dolgaya). 

F i g.  4. Wind wave roses (%) in 1979–2020 

As shown by the data in Fig. 3, in the coastal waters of Belosaraysk and Krivaya 
spits, the frequency of northeastern bottom currents is one and a half times higher 
than the frequency of southwestern currents.  Beglitsk Spit is characterized by 
the absolute dominance (almost 80%) of western currents. In the area of Ochakovsk 
Spit, the currents (with the speed of more than 0.1 m/s) are almost always directed 
from west to east. In the waters washing Chumbursk Spit, the frequency of eastern 
currents is somewhat higher than that of southwestern ones (55 and 38%, 
respectively), but strong currents with velocities exceeding 0.2 m/s are observed 
precisely in the southwestern sector currents. A similar picture is specific for Yeisk 
Spit (60% – eastern currents, 40% – western). In addition, Yeisk Spit has a high 
frequency of extremely strong (more than 0.25 m/s) western currents, amounting to 
almost 5%. In the area of Sazalniksk Spit, western currents are observed in 50% of 
cases, and eastern in 30%. Dolgaya Spit is characterized by the predominance of 
eastern currents (58%); strong currents can form both from the open sea and from 
the bay. 

The degree of development of wind waves depends on many factors: strength, 
stability in direction and time of wind flow action, acceleration length and 
bathymetric features. In the present case, the strongest wind waves occur at 
the entrance to Taganrog Bay, as well as in the area of Beglitsk Spit (Fig. 4). 

The wave regime of Belosaraysk Spit is determined by waves of eastern (33%), 
southwestern (23%) and southern (21%) directions. Krivaya Spit is characterized by 
the dominance of eastern (45%) and southwestern (31%) waves. In contrast to 
Belosaraysk and Krivaya, the third spit of the northern coast, Beglitsk, experiences 
the predominant influence of storms of southwestern direction. Ochakovsk Spit, due 
to its location and the shallowness of the coastal zone, is best protected from strong 
waves; northeasterly waves make the largest contribution to the formation of 
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the wave regime. For the next three spits of the southern coast of the bay 
(Chumbursk, Sazalniksk and Yeysk), the influence of northeastern waves prevails, 
but the strongest storms usually come from the west. In the area of Dolgaya Spit, 
strong waves are possible from almost all directions, except, of course, the southern 
and southeastern sectors. 

Some statistical characteristics of the significant wave heights and bottom 
current velocities should be added. Figs. 5, 6 show box plots of the distributions of 
wave heights and current velocities, respectively, including minimum, maximum, 
and average values of the parameters, as well as 5 and 95 percent quantiles of 
the distributions. The distributions are constructed separately for alongshore 
currents, conditionally directed from west to east (blue boxes), and reverse currents 
from east to west (red boxes). For wave heights, the statistics are similar, the only 
difference being that the wave sector (‘west’ or ‘east’) is determined with respect to 
the normal to the shoreline.  

Wind waves are most developed in the strait and on the northwestern coast of 
the bay (Fig. 5).  

F i g.  5. Statistical characteristics of the distributions of significant wave heights (m) in 1979–2020 

In the coastal waters of Belosaraysk and Krivaya spits, the wave heights of 
the eastern directions are observed to be higher than the average, with maximum 
wave heights for western direction swells also exceeding the norm. The spits of 
Beglitsk, Ochakovsk, Chumbursk, Sazalniksk and Yeysk are subject to 
comparatively weaker swells. The data indicate that, on average, these spits are 
subject to a predominance of western swells. However, it is notable that swells with 
maximum wave heights develop during eastern storms. In contrast, at Dolgaya Spit, 
the average wave height for eastern swells exceeds the average height characteristic 
of western swells. Nevertheless, maximum waves develop during storms coming 
from the west, from the open sea. 
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The strongest bottom currents with maximum velocities of ∼ 0.8 m/s are formed 
in the western part of the bay (Fig. 6). 

F i g.  6. Statistical characteristics of the distributions of bottom current velocities (m/s) in 1979–2020 

In the coastal waters of Belosaraysk and Krivaya spits, the western and eastern 
water flows are almost comparable in speed. However, the average long-term values 
of the current velocities of the eastern flows slightly exceed those of the western 
directions. In the area of the northern coast of Beglitsk Spit, as well as Ochakovsk, 
Chumbursk, Sazalniksk and Yeisk spits of the southern part of the bay, 
the dominance of currents from the west is evident, both in terms of average and 
maximum velocities. It is noteworthy that the water regime near Sazalniksk Spit 
exhibits a distinctive pattern, with the highest velocities occurring in the eastern 
currents. In the vicinity of Dolgaya Spit, the mean velocity of the eastern and 
western currents is equal, yet the maximum velocities of the flows are indicative of 
the currents from the main sea area to Taganrog Bay, exceeding the current 
velocities in the opposite directions by approximately 50%. 

It should be noted that the spatial position of Taganrog Bay, namely its 
elongation along the WSW – ENE line, corresponds to the directions of 
the prevailing winds over the bay, which contribute to the development of surge 
phenomena and largely determine water circulation. As an example, Fig. 7 shows 
schematic maps of the magnitude and direction of bottom currents during 
the passage of the strong SW storm (a); weakening of the SW storm (b); 
development of the NE wind (c); weakening of the NE wind (d). 

As shown in Fig. 7, a, during the passage of the SW storm, a uniform SW to NE 
bottom current caused by the surge is established throughout the bay. In the bays 
between the main bodies of Belosaraysk and Krivaya spits and the mainland, small 
cyclonic eddies form, causing water movement in the opposite direction. As the SW 
wind weakens (Fig. 7, b), the eddy gives way to a surge and the circulation in the bay 
is significantly restructured. Belosaraysk, Krivaya and Dolgaya spits are under 
the influence of NE to SW currents, while Beglitsk, Ochakovsk, Chumbursk, 
Sazalniksk and Yeysk are under the influence of SW to NE reverse currents. 
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The NE wind development (Fig. 7, c) near Belosaraysk, Krivaya, Sazalniksk, Yeysk 
and Dolgaya spits forms the alongshore flow directed towards the open sea. 
In the same situation, a local circulation of water is formed near Beglitsk Spit: in its 
western part the flow is directed to the SW, in its eastern part – to the NE. 
In the coastal zone of Ochakovsk and Chumbursk spits, the alongshore flow is 
oriented to the NE. The weakening of the NE wind (Fig. 7, d) leads to a weakening 
of the currents in almost the entire water area of the bay, with the exception of 
the strait waters, where significant currents develop only near Belosaraysk (SW-
directed) and Dolgaya (N, NE-directed) spits. In the coastal waters of the remaining 
spits, local current systems are formed, usually consisting of countercurrents. 

F i g.  7. Velocity fields (m/s) of bottom currents in Taganrog Bay under conditions of: a – strong SW 
wind; b – weakening of SW wind; c – strong NE wind; d – weakening of NE wind  

It should be noted that the diagrams in Fig. 7 serve only to illustrate specific 
hydrodynamic situations and do not represent the full diversity of possible current 
structures in the bay. At the same time, Fig. 7 gives an idea of an important feature 
of the bottom circulation of waters: directly in the coastal zone, or more precisely in 
small bays between spits, countercurrents can form in relation to the general water 
flow in the main channel of Taganrog Bay. 

Conclusions 
The focus of our study is the spatial position of the sand spits of Taganrog Bay 

of the Azov Sea. The general direction of Belosaraysk and Krivaya spits of 
the northern coast is from east to west, while Beglitsk is the opposite, from west to 
east. The spits of the southern part of the bay, such as Ochakovsk, Chumbursk, 
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Sazalniksk and Yeysk, are also stretched from west to east. Accordingly, several 
legitimate questions arise:  

1) What factors contribute to the orientation of the northern coast spits from east
to west and the southern coast in the opposite direction, from west to east? 

2) Why does Beglitsk Spit on the northern coast not follow the general rule and
is directed from west to east? 

We address these questions from a hydrodynamic perspective, examining 
the climatic characteristics of sea currents and wind waves that directly influence 
coastal formation and transformation. The potential impact of spits on 
the lithodynamic relation, as well as the possibility of human-induced alterations to 
the coastal zone (sand extraction, construction of protective structures) have not been 
considered. 

The analysis was conducted using the results of numerical modeling of 
the hydrodynamic parameters of the entire Sea of Azov over a 42-year period (1979–
2020). The generated data array comprises hourly spatial fields of velocity and 
direction of bottom currents, as well as significant heights and directions of wind 
waves.  

As a result of the work carried out, it has been established that  
1. The coastal waters of Belosaraysk and Krivaya spits (northern coast) are

characterised by the recurrence of currents from the east. In the case of Beglitsk 
(northern coast), Ochakovsk and Sazalniksk (southern coast) spits, the dominance of 
currents from the west is a distinctive feature. In the waters adjacent to Chumbursk 
and Yeysk spits (southern coast), the recurrence of eastern currents is somewhat 
higher than that of southwestern ones. However, strong currents with velocities 
exceeding 0.2 m/s are observed with precise regularity in conjunction with currents 
from the west.  

2. In the coastal waters of Belosaraysk and Krivaya spits (northern coast),
the mean long-term values of the current velocities in the eastern directions are 
slightly higher than those in the western directions. In the area of Beglitsk spit of 
the northern coast, as well as Ochakovsk, Chumbursk, Sazalniksk and Yeisk spits of 
the southern part of the bay, the dominance of west currents is notable, both in terms 
of average and maximum velocities. However, a slight exception can be observed in 
the water regime near Sazalniksk spit, where the highest velocities develop with 
eastern currents. 

3. In the coastal waters of Belosaraysk and Krivaya spits (northern coast),
the height of waves originating from the east is greater than both the average and 
maximum heights of waves from the west. The spits of Beglitsk (northern coast), 
Ochakovsk, Chumbursk, Sazalniksk and Yeysk (southern coast) experience 
the dominance of western direction waves on average. However, waves with 
maximum wave heights develop during eastern storms. 

It can be concluded that the hydrodynamic regime of the sand spits on 
the northern (Belosaraik, Krivaya) and southern (Ochakovsk, Chumbursk, 
Sazalniksk and Yeysk) coasts is significantly different. The climatic characteristics 
of the waves (to be more precise, in relation to the normal to the shore) and currents 
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of Beglitsk Spit in the north of the bay are similar to those of the southern coast spits, 
which most likely explains its elongation from east to west. 
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Abstract 
Purpose. The study is purposed at analyzing the adequacy of reconstruction of mass, heat and salt 
transfer processes through the Bosphorus Strait based on the results of numerical simulation of joint 
circulation of the Euxine Cascade waters involving a simplified description of the strait due to 
the model spatial resolution. 
Methods and Results. A regional configuration for the NEMO model (spatial resolution is about 1 km) 
which allows simulating the meso- and submeso-scale variability of hydrophysical fields in the Euxine 
Cascade seas is used. It is briefly described. The numerical experiment covers the period 2008–2009. 
The salinity and current velocity fields in the strait cross-section reconstructed in the experiment 
confirm a two-layer structure of water circulation, i.e. the presence of upper and lower Bosphorus 
currents. Besides, they show the availability of periods of complete or partial blocking both the upper 
and lower currents. Despite a somewhat rough configuration of the strait, the reconstructed salt 
exchange features are in good agreement with the similar ones obtained on the basis of a finite-element 
model with a higher spatial detailing in the strait, and as for temperature, the agreement is to some 
extent worse. At the same time, the reconstructed current velocities show a fairly accurate 
correspondence of the blocking events when compared to the earlier performed measurements. 
Conclusions. The previously revealed mechanism for maintaining the upper Bosphorus Current in 
winter conditioned by a rise of the Black Sea level in the Bosphorus region due to the Rim Current 
intensification has been confirmed. The model qualitatively correctly describes the strait response to 
the changes both in wind forcing and seawater density in the vicinity of the northern and southern inlets 
to the strait. Blockings of the upper Bosphorus Current occur and can be induced by the intensification 
of currents in the Marmara Sea due to the wind forcing and subsequent weakening of the Black Sea 
Rim Current. In a winter-spring period, the Marmara Sea circulation weakens, and one can observe 
the reverse phenomena in which the lower Bosphorus current blockings take place. 
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Introduction 
Water exchange through the Bosphorus Strait has two effects on the Black Sea 

regime. Firstly, together with river runoff, precipitation and evaporation, and 
including the Kerch Strait, it contributes to the water and salt balance of the Black 
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Sea basin. The specific time scale of this process spans several hundred years, with 
the balance determined by the ratio of the volume of the Black Sea waters to 
the amount of discharge through the straits.  

However, recent observations indicate that the waters entering through 
the straits also contribute to the mesoscale variability of the basin fields. This 
phenomenon is observed in the dispersion of liquid volumes that differ in their 
properties from the surrounding waters over considerable distances [1]. 

It can be assumed that the requirements for the strait model vary depending on 
the time scale of the phenomenon under consideration. In order to accurately model 
long-term changes in Black Sea stratification, it is essential to simulate the geometry 
of the straits with a high degree of detail, thereby enabling a precise quantitative 
description of water exchange. Otherwise, minor discrepancies in the simulation of 
salt flows through the straits over extended periods will accumulate, resulting in 
the distortion of the evolution trends of the basin fields. A comprehensive 
description of the strait geometry requires a substantial refinement of 
the computational grid [2]. However, in order to keep the calculation time 
reasonable, the authors have reduced the model resolution for the open part of 
the Black Sea basin in the noted work. 

At the same time, to study the contribution of water exchange through the straits 
to the mesoscale variability of the Black Sea fields, it seems possible to use a rougher 
description of the straits compared to work [2]. 

It should also be noted that a spatial resolution of about 1 km should be 
sufficient to adequately simulate the dynamics of the waters of the Marmara Sea [3]. 
The present work aims to demonstrate that a simpler description of the strait, 
obtained using a grid with such a resolution, nevertheless allows the simulation of 
the essential features of the temporal variability of the processes of mass, heat and 
salt transfer in the strait. Thus, it is possible to model the contribution of water 
exchange through the strait to the relatively high-frequency variability of the Black 
Sea fields. The choice of an appropriate spatial resolution of the model allows to 
adequately describe the variability of the Black Sea fields caused by the spreading 
of saline Mediterranean waters entering through the strait. 

 
Materials and methods  

The paper uses the results obtained in the regional configuration of 
the interdisciplinary framework Nucleus for European Modeling of the Ocean 
(NEMO) [4] for modeling the components of the ocean (marine) system with high 
spatial resolution. It allows the simulation of meso- and submesoscale variability of 
hydrophysical fields in the seas of the Euxine Cascade. The computational domain 
is a quasi-regular grid covering the basins of the Marmara, Black and Azov Seas 
with steps of 1/96° × 1/69° in the meridional and zonal directions, respectively [5]. 
The resolution is approximately 1.157 km in the meridional direction. In the zonal 
direction, the step varies uniformly from 1100 m in the north to 1230 m in the south. 
The bottom topography is based on the EMODnet digital bathymetry array 1  
(Fig. 1, a). 

1 European Commission. European Marine Observation and Data Network (EMODnet). [online] 
Available at: http://www.emodnet-bathymetry.eu [Accessed: 16 October 2016]. 
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F i g.  1. Bottom topography for the NEMO regional configuration: for the entire numerical domain (a) 
and the strait water area (b). Configuration of the strait coasts is given according to the data from 
https://www.openstreetmap.org/; dots on fragment b indicate the station positions by analogy with [2]: 
BSS – Bosphorus Strait South, Sariyer – Cape Sarrier, BSN – Bosphorus Strait North; station M7 is 
taken from [6] 
 

Modeling the water exchange through the Bosphorus is a complex task due to 
the significant difference in the spatial scales of the processes occurring in the strait 
and in the basins it connects. However, using this framework and taking into account 
the spatial discretization adopted, it is possible to carry out calculations in the strait 
area and consider the joint dynamics of the Black and Marmara seas. 
In the constructed topography, the configuration of the strait was roughly taken into 
account (Fig. 1, b, c), only the position of the main thresholds at the northern and 
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southern entrances to the strait was taken into account. In this case, the depth in 
the strait was set at 48.5 m. 

The hydrodynamic block of the framework is founded upon the system of 
equations of hydrothermodynamics in the Boussinesq approximation, hydrostatics 
and incompressibility of liquid, which are described in detail in reference [4]. 
The finite-difference equivalents of the equations are implemented for an arbitrary 
quasi-orthogonal grid in accordance with the template ‘C’ as defined by Arakawa. 
The time-discretization is performed using a modified leapfrog scheme [7]. 

The k-ε model of closure level 2 is employed for the description of vertical 
mixing processes [8]. The horizontal exchange is described by a biharmonic operator 
acting along the geopotential surface, with negative coefficients of viscosity and 
diffusion of heat and salt of equal absolute value, namely 4 × 107 and 8 × 106 m⁴/s, 
respectively. The UNESCO formula 2 is used as the equation of state. 
The configuration employed in this study represents a ‘downscaling’ of 
the configuration with a resolution of 1/24° as presented in [9]. The principal 
distinctions between the two models lie in the parameters employed to describe 
the horizontal turbulent exchange and the time step, which is 60 seconds in 
the present study. 

The boundary conditions on the surface are specified based on the air 
temperature and humidity fields at a height of 2 metres, the horizontal wind speed 
components at a height of 10 metres, the downward long-wave and short-wave 
radiation fluxes, and the liquid and solid precipitation, which have been obtained 
from the latest generation of the European Centre for Medium-Range Weather 
Forecasts (ECMWF) global atmospheric reanalysis, referred to as ERA5 3. 
The product has a sufficiently high spatial (1/4°) and temporal (1 h) resolution, 
which is of great significance for the simulation of short-period (intra-daily) 
processes and diurnal variation. The aforementioned meteorological parameters, 
which were initially recorded at discrete time points, were employed to calculate 
the total heat, mass and wind friction stress fluxes using the bulk formulas outlined 
in the Coordinated Ocean-ice Reference Experiments (CORE) protocol. 

The objective of the present work was not to provide a comprehensive account 
of the process of ice formation in winter. In order to reproduce adequate temperature 
values on the northwestern shelf of the Black Sea and in the Sea of Azov, a heat flux 
correction was employed. Once the freezing temperature is reached at the surface, 
no heat flux condition is set, which, in effect, permits omission of any description of 
the formation of ice fields. 

In the Marmara Sea basin situated to the west of Marmara Island (approximately 
along 27.38°E), the conditions characterizing an open liquid boundary are specified. 

2 Fofonoff, N.P. and Millard, Jr., R.C., 1983. Algorithms for the Computation of Fundamental 
Properties of Seawater. UNESCO Technical Papers in Marine Sciences; vol. 44. Paris, France: 
UNESCO, 53 p. https://doi.org/10.25607/OBP-1450 

3 ERA5: Fifth Generation of ECMWF Atmospheric Reanalyses of the Global Climate. Copernicus 
Climate Change Service Climate Data Store (CDS). 2017. [online] Available at: 
https://cds.climate.copernicus.eu/ [Accessed: 22 August 2018]. 
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The boundary conditions for temperature and salinity, level and current velocities 
were obtained based on the daily products of the Copernicus Marine Environment 
Monitoring System (CMEMS) 4. In order to achieve this, the long-term average 
climate values were obtained from the analysis data for the period between 2007 and 
2016 (Fig. 2). It is evident that the temperature exhibits a distinct pattern of cooling 
during the winter months, followed by a period of warming in spring and summer, 
along with the formation of the thermocline (Fig. 2, a).  

 

 
F i g.  2. Intra-annual variability of temperature (a) and salinity (b) in the Marmara Sea averaged along 
27.38°E based on the CMEMS products 4 for 2007–2016 

 
The salinity fields according to CMEMS data demonstrate a typical vertical 

haline structure of waters in the Marmara basin, where the salinity of the upper layer 
is determined by the inflow and subsequent transformation of less saline Black Sea 
water masses. Salinity increases significantly with depth due to the influx of 
Mediterranean waters, with a salinity difference of over 12 between the deep and 
surface waters (Fig. 2, b). 

In addition to the boundary conditions, the global CMEMS analysis results were 
also employed to establish the initial conditions of the fields. To initialize the model 
in the Black and Azov seas, the procedure of combining different sources, as 
outlined in reference [9], was employed. The temperature and salinity data for 
the Azov Sea were constructed using optimal interpolation of in situ observations. 
The temperature and salinity fields from the reanalysis of the hydrophysical 
parameters of the Black Sea Marine Forecasting Center were employed as the initial 
fields for the Black Sea basin [10]. Furthermore, in order to obtain the initial fields 

4 Copernicus Marine Service. Global Ocean 1/12° Physics Analysis and Forecast Updated Daily. 
2018. [online] Available at: http://marine.copernicus.eu/services-portfolio/access-to-
products/?option=com_csw& 
view=details&product_id=GLOBAL_ANALYSIS_FORECAST_PHY_001_02 [Accessed: 22 August 
2018]. 
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for 15 August 2007, an adaptation calculation was conducted utilising 
the methodology proposed by A. S. Sarkysyan. The initial resolution of the prepared 
fields was 1/24°, as they were originally designed for long-term numerical 
experiments with a coarse resolution. Subsequently, the arrays were interpolated 
onto a grid of a new configuration, and a preliminary prognostic calculation of 
the general circulation of the cascade for the period between 15 August and 
31 December 2007 was carried out in order to adapt the model to high resolution. 
Prior numerical experiments had demonstrated that this occurs over a period of 
approximately four months [11]. 

The principal numerical experiment using the developed configuration was 
conducted over the period from 1 January 2008 to 31 December 2009. The results of 
this study correlate temporally with the calculations presented in reference [2]. This 
allows for a comparison to be made, thus enabling an evaluation of the quality of 
the straight modeling in its schematized representation. Furthermore, the duration of 
the numerical experiment partially coincided with the time frame of 
the measurements taken from work [6], which will also be employed for comparison. 
The position of the M7 station, as defined in the aforementioned work, is illustrated 
in Fig. 1, b. 

 

 
 

F i g.  3. Distribution of seawater salinity along the Bosphorus Strait on certain dates in 2008–2009 
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F i g.  4. Water dynamics in the Bosporus Strait: a – mean kinetic energy (CE) of surface currents in 
the Marmara Sea and net barotropic meridional transport in the vicinity of point BSN; b – meridional 
currents in the northern part (BSN); c – inflow and outflow values as the functions of total transport. 
Vertical dashed lines indicate the period of observations from [6]  

 
Analysis of the results 

Notwithstanding the inaccuracies in the strait configuration simulation 
(Fig. 1, b), the model provides a highly plausible distribution of hydrological 
characteristics along the strait axis. In the thermohaline fields, two distinct layers of 
homogeneous water masses, separated by a thin layer of high gradients, are clearly 
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discernible. This is illustrated in the vertical salinity sections along the strait (Fig. 3, 
fragment from 14 February 2008). The locations of the stations along which 
the sections are constructed are illustrated in Fig. 1, b. 

It is important to note that the calculation accurately reproduces the seasonal 
course of total transport through the Bosphorus Strait (Fig. 4, a), which is primarily 
influenced by the intensification of river runoff in the Black Sea during the months 
of May and June [12]. The ratio of the flow rates of the upper and lower Bosphorus 
currents is consistent with the findings presented in reference [2] (Fig. 4, c).  

Furthermore, the currents within the strait exhibit a two-layer structure (Figs. 3 
and 4, b). In the upper layer, the currents are directed from the Black Sea to 
the Marmara Sea. This layer is comprised of Black Sea waters, which undergo 
gradual transformation as they are transported along the strait. The current in 
the lower layer is oriented towards the Black Sea. The water in this layer is derived 
from the Marmara Sea and undergoes transformation as it is transported along 
the strait. However, an analysis of the meridional velocity over time reveals 
the occurrence of periods during which the upper Bosphorus or lower Bosphorus 
current is obstructed in the strait (Fig. 4, a, b). 

Furthermore, our calculations confirm the mechanism for maintaining the upper 
Bosphorus Current during the winter period, as previously established in work [2]. 
The elevation of the Black Sea level in the Bosphorus region is the determining 
factor. This is caused by the intensification of the Black Sea Rim Current at this time 
(Fig. 5). 

 
 

F i g.  5. The Black Sea surface level averaged over the deep-sea (deeper than 500 m) and near-
Bosphorus areas 

 
Furthermore, the salinity of the lower layer is also subject to seasonal variation 

in our calculations. During the winter months, the salinity can reach 30–35 (Fig. 3). 
In this instance, the salinity of the water reaches the threshold at the point of exit 
from the Bosphorus along the seabed. In general, the boundary between the layers 
expands and rises to the surface as the area approaches the Marmara Sea (Fig. 3). 
In certain periods, the salinity at the bottom reaches 25–30 (Fig. 3, fragment from 09 
April 2008). 

The seasonal and high-frequency variability of salinity in the lower layer of 
the strait can be attributed to the distinctive vertical structure of salinity in 
the Marmara Sea. The influx of fresher Black Sea waters into the upper layers of 
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the basin and highly saline Aegean Sea waters into the lower layers results in 
the formation of a two-layer stratification in the Marmara Sea. Fluctuations in 
the position of the boundary between the layers in the vicinity of the Bosphorus 
strait in the Marmara Sea result in alterations to the salinity of the lower layer. 

In comparison with the findings of the study [2], salinity profiles along the strait 
on 26 October and 2 November 2008 (Fig. 6) will be considered. In comparison to 
the results presented in work [2], our calculations indicate that the Marmara Sea 
waters extended to the north to a somewhat greater extent in October. Nevertheless, 
as in the aforementioned work, our calculation also reveals the obstruction of Black 
Sea waters at the boundary with the Marmara Sea. In both calculations, there is 
a tendency for the boundary to rise during the October–November period. 
The temperature of the bottom waters in our results was found to be lower (Fig. 7). 
The process of incorporating more saline, yet warmer Marmara Sea waters into 
the Black Sea basin is less discernible in terms of temperature. 

 

 
 

F i g.  6. Distribution of seawater salinity along the strait on 26.10.2008 and 02.11.2008 based on 
simulations in [2] (a, b) and in this paper (c, d) 

 

 
 

F i g.  7. Distribution of seawater temperature (°C) along the strait on 26.10.2008 and 02.11.2008 based 
on simulations in [2] (a, b) and in this paper (c, d) 
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The boundary between the layers is subject to significant fluctuations over time. 
On occasion, the boundary rises to the free surface, resulting in the complete 
obstruction of the upper Bosphorus Current (Fig. 3, fragment from 26 February 
2009). In reference [6], it is demonstrated that such occurrences are linked to 
the wind effect. Based on direct observations of current velocity, periods during 
which the upper Bosphorus Current was completely blocked were identified. 
A comparison of the results of the present work (Fig. 8) with those of previous 
studies demonstrates good agreement. During the observation period, the events of 
blocking the upper and lower Bosphorus currents are consistent. It is important to 
note that the position of the boundary between these currents differs significantly 
due to the discrepancy between the depth of the model and the actual depth 
at a given station. 

 

 
 

F i g.  8. Comparison with observational data: meridional currents (m/s) in the northern part of the strait 
in the period September 9, 2008 – February 3, 2009 based on the results of simulation (a) and 
measurements from [6] (b) 
 

On approximately 7 October and 22 November 2008, the upper Bosphorus 
Current was observed to be blocked at both the southern and northern ends of 
the strait, where buoys equipped with current meters were deployed [6]. The results 
of the analysis indicate that on the aforementioned days, the Marmara Sea waters 
occupied the entire depth of the Bosphorus Strait, extending from the southern 
mouth to the northern end (Fig. 3, fragments from October 7 and November 22, 
2008). Furthermore, the observations presented in [6] indicate that three additional 
instances of the upper Bosphorus current being blocked at the southern end of 
the strait were recorded between September 2008 and February 2009. At the same 
time, in the northern section of the strait, the customary transport of the Black Sea 
waters in the direction of the Marmara Sea was observed in the upper layer. Our 
calculations indicate that on these days, in the area of the southern end of the strait, 
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there was either a disappearance of the upper layer or a significant decrease in its 
thickness. 

Furthermore, the observations presented in [6] demonstrated that between 
the end of December 2008 and mid-January 2009, a series of instances of obstruction 
to the lower Bosphorus Current were recorded in the northern end of the strait. As 
evidenced in [6], the complete obstruction of maritime traffic in the Black Sea 
direction was observed at the end of December (Fig. 8). The salinity sections along 
the strait (Fig. 3) demonstrate that at this time, the lower Bosporus Current is entirely 
obstructed at its northern end. 

It can be observed that between the dates of 5 and 14 January 2009, the lower 
Bosphorus Current in the northern section of the strait is obstructed to a significant 
extent, as evidenced by the findings presented in reference [6] (see Fig. 8). Our 
calculations indicate that the lower layer does not entirely disappear during this 
period, but its thickness does decrease significantly. At the same time, 
the calculations also demonstrate a complete blockage of the lower Bosphorus 
Current along the entire length of the strait (Fig. 3, fragment from 26 February 2009). 

The two-year analysis of meridional currents in the strait reveals that blockages 
of the upper Bosporus Current start in September (Fig. 4, b). This phenomenon is 
apparently caused by the intensification of currents in the Marmara Sea by this time 
(Fig. 4, a), which is a consequence of wind action. At the same time, the Rim Current 
undergoes a reduction in strength (Fig. 5). A reduction in the circulation of 
the Marmara Sea results in the occurrence of blockages in the lower Bosporus 
Current. 

 
Discussion 

The analysis of meridional currents in the strait reveals that blockages of 
the upper Bosphorus Current occur from September onwards. This phenomenon 
may be attributed to the intensification of wind-driven currents in the Marmara Sea, 
which subsequently results in the weakening of the Rim Current. This results in 
the influx of saline Marmara waters into the Black Sea basin, leading to 
the formation of saltwater lenses, as demonstrated in the numerical experiment 
presented herewith [5]. This may also provide an explanation for the saltwater 
intrusions that have been detected during this period by means of profiling buoy 
measurements [1]. As the Marmara circulation weakens during the winter and 
spring, the reverse phenomenon of lower Bosporus current blockage can be 
observed. 

 
Conclusions 

A comparison of the hydrophysical fields in the Bosphorus Strait with 
observations presented in the present paper demonstrates that the proposed model 
accurately reproduces the blockage of the upper Bosphorus or lower Bosphorus 
Current. This is in contrast to finite-element models, which allow for a more complex 
configuration of the strait, and which do not reproduce these situations as accurately. 
Furthermore, the ratios of the flow rates of the upper and lower Bosphorus currents 
obtained on the basis of finite-element models and according to the results of our 
numerical experiment are in quantitative agreement. The mechanism by which 
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the upper Bosphorus Current is maintained during the winter months has been 
confirmed. This is determined by the rise in the Black Sea level in the Bosphorus 
region caused by the intensification of the Rim Current. 

The results of the proposed regional configuration of the NEMO model 
calibration indicate that the model is capable of qualitatively accurately representing 
the response of the strait to changes in wind action and seawater density near 
the northern and southern entrances. 
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Abstract 
Purpose. The work is purposed at evaluating the errors in atmospheric correction of the satellite 
(MODIS Aqua, MODIS Terra, VIIRS SNPP, VIIRS JPSS, NASA HawkEye (SeaHawk) and OLCI 
(Sentinel 3A)) data for July 28–29, 2021 when a dust transport over the Black Sea region was recorded. 
Methods and Results. To assess the scale and intensity of the studied dust transfer, the results of in situ 
photometric measurements and satellite data were analyzed. The in situ measurement data on aerosol 
optical depth (AOD) were obtained at the western Black Sea stations Galata_Platform and Section_7 
of the AERONET network (AErosol RObotic NETwork). The variability of sea remote sensing 
reflectance values during the period under study was analyzed using the additional AERONET − Ocean 
Color (AERONET-OC) data. The color scanner (MODIS Aqua/Terra, VIIRS SNPP/JPSS, HawkEye and 
OCLI) measurements presented in the Ocean Color database were used as satellite data. 
Conclusions. The approximation of errors in atmospheric correction of satellite data for July 28–29, 
2021 has resulted in obtaining the power-law dependencies close to λ−5. This is explained by the total 
contribution of molecular component (λ−4) and aerosol absorption (λ−1). On July 29, 2021, a better 
pronounced power function is observed since the dust aerosol concentration increases on this day, 
whereas the contribution of aerosol absorption becomes close to the power dependence λ−2. Also on 
the same day, the CALIPSO satellite data showed the presence of not only dust aerosol, but also 
the biomass burning over the region under study. Modeling the back trajectories of HYSPLIT air flows 
has shown that just on this day the aerosol masses moved towards the Black Sea from the southwest 
(Crete Island), that was additionally confirmed by high AOD values over the eastern Mediterranean 
Sea on July 29, 2021. The combination of two types of absorbing aerosols is assumed to induce even 
larger inaccuracies in determining the sea remote sensing reflectance for the period under study. 
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Introduction 
Mineral dust is often neglected in the analysis of anthropogenic climate change, 

as it is considered part of the natural aerosol. Some researchers believe that dust may 
be an important climate-forming component, especially over certain oceanic areas 
and regions where its concentrations are high [1, 2]. Although it is impossible to 
determine the exact impact of mineral dust on the global climate, research on this 
topic is interdisciplinary and relevant. Complete information on the properties of 
different types of aerosols (including absorbing aerosols) can be obtained by 
comprehensive determination of their concentration, microstructure, chemical 
composition and optical properties [3−5]. 

This study is a continuation of a series of works dedicated to the examination of 
optical properties of the dust aerosol over the Black Sea and its influence on Ocean 
Color products. For the region under study, the results obtained when analyzing 
satellite data can in many cases have large errors due to incorrect consideration of 
the optical properties of the aerosol [6−9]. It is worth noting that dust transports from 
both the African continent as well as from the Middle East and Asia are observed 
annually over the Black Sea region [10]. Since the MHI RAS scientists have been 
studying this topic for more than 10 years, there is already a certain method to 
identify different types of aerosols (background aerosol, smoke and dust) based on 
the variability of optical properties, such as aerosol optical depth (AOD), Angstrom 
parameter (α), single scattering albedo (SSA), size distribution and concentration of 
aerosol particles (fine (PM2.5) and coarse (PM10) particles), asymmetry parameter, 
etc. The dust aerosol identification method combines a visual analysis of satellite 
images, which clearly show a dust plume, and an analysis of photometric 
measurements of the optical properties of the aerosol. To analyze the aerosol over 
the Black Sea region, data from the AERONET network stations (Galata_Platform, 
Section_7) located in the western part of the Black Sea are used, as well as unique 
data from the portable SPM spectrophotometer and the ATMAS dust meter, which 
were measured daily on the MHI RAS territory [11−13]. 

It is worth noting that dust aerosol has the greatest impact not only on 
the variability of the optical properties of the atmosphere, but also on the Ocean Color 
satellite products. For an objective assessment of the state of the water surface and 
the procedure for atmospheric correction based on remote sensing data, it is necessary 
to carry out a comparative analysis of three types of measurement data: satellite, model 
and in situ. In [8, 14−28], it is shown that in the presence of dust, the sea remote sensing 
reflectance can have negative values in the shortwave range (400−443 nm). This fact 
indicates systematic errors in the operation of standard atmospheric correction 
algorithms, which are based on the principle of extrapolating aerosol properties from 
the near-IR part of the spectrum to the visible part [27]. In a previous work [18], it was 
shown analytically that in the presence of dust-absorbing aerosol in the atmosphere 
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above the region, the error in the atmospheric correction is expressed by a fourth-
degree power function, i.e. it is close to λ−4. This is due to the absorption by the aerosol 
of radiation scattered by the air molecules. The analytical expression describing 
the dependence of the error value of the standard atmospheric correction on 
the aerosol stratification, for small values of the optical depth of light absorption by 
the aerosol a0 (λ), has the following form 
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where 0τa is the aerosol optical depth; Λ  is the single scattering albedo; 0μ  is 
the cosine of the solar zenith angle; μ  is the cosine of the observation zenith angle;
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the total optical depth of the molecular atmosphere; g(x) is the dust aerosol 
stratification function, which shows the dependence of the relative concentration of 
aerosol particles on atmospheric pressure at a given altitude. The first fraction in 
expression (1) is nothing more than the expression for the sensing reflectance of 
the molecular atmosphere in the linear Gordon approximation. Consequently, three 
factors can be identified that influence the magnitude of the atmospheric correction 
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the double integral is independent of the wavelength and takes into account 
stratification of the absorbing aerosol relative to the air molecules. Consequently, 
the spectral properties of the atmospheric correction error are described by 
the factors )(0 λτm and a0. It is known that, according to the Rayleigh law, 40 −λ≈τm , 
spectral properties of aerosol absorption are determined by aerosol microphysics, 
which for dust aerosol depends on the dust sources and their transformation 
processes in the atmosphere. Until now, the spectral dependence variability a0 has 
not been considered. In this paper, it is proposed to estimate for the first time 
the spectral behavior of the absorption properties of dust aerosol for the case of dust 
transfer over the Black Sea region. 

Experimental regularities of the atmospheric correction error were analyzed in 
[18]. It was shown that the largest difference between satellite and in situ remotely 
sensed ocean reflectance data is recorded in the presence of dust aerosol in 
the atmosphere. For the selected 49 data obtained on dust transfer days, the principal 
component method with the first vector contribution estimation was used. The result 
showed that 86% of the variance of the MODIS-Aqua validation error is explained 
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by the first eigenvector, which is well approximated by a power law 𝜆𝜆−3.57±0.32. This 
confirmed the reliability of the analytical estimates [18]. 

The objective of this study is to estimate the magnitude of the atmospheric 
correction error of MODIS-Aqua, MODIS-Terra, VIIRS-SNPP, VIIRS-JPSS, NASA 
HawkEye (SeaHawk) and OLCI-Sentinel-3A satellite data for 28–29 July 2021, when 
dust transport over the Black Sea region was recorded. 

The present study focuses on an analysis of the variability of the optical 
properties of the atmosphere on 28–29 July 2021 over the Black Sea region and 
the evidence (based on satellite and model data) that it is dust aerosol that is recorded 
over the region during the period under consideration. 

The second stage is dedicated to the estimation of the impact of the absorbing dust 
aerosol on the size of the atmospheric correction error in the calculation of the sea 
remote sensing reflectance for 28 and 29 July 2021. For these dates, the largest number 
of different satellite measurements, synchronized with in-situ remote sensing sea 
reflectance measurements according to the AERONET – Ocean Color (AERONET-OC) 
network, were obtained. In this study, the validation error was calculated for MODIS-
Aqua/Terra, VIIRS-JPSS, Sentinel-3A and HawkEye (SeaHawk). 

Instruments and materials 
The photometric data from the international AERONET (Aerosol ROboties 

NETwork) were used as a source for the in-situ AOD measurements. The data from 
the AERONET-OC extension, which allow the measurement of radiation from 
underwater, were used to analyze the sea remote sensing reflectance data [29]. 
Currently, two stations, Black Sea Section_7 (29.45°E, 44.45°N) and 
Galata_Platform (28.19°E, 43.05°N), provide information on seawater color. In this 
paper, an array of daily mean data on normalized LWN level 2 (higher quality) water 
radiation has been analyzed. The level 1.5 data array is selected taking into account 
cloudiness through a series of quality tests, and the level 2 data array consists of fully 
cleaned data obtained after calibration and software verification. During the studies, 
LWN(λ) values were converted to Rrs(λ) values by dividing by the solar constant 
Fo(λ) [30]. 

To compare satellite and in situ measurements for 28–29 July 2021 and to 
correct for inaccuracies caused by variability and anomalies in atmospheric 
parameters, the data from the international AERONET photometer network, freely 
available at http://aeronet.gsfc.nasa.gov and the MODIS-Aqua/Terra, VIIRS-
SNPP/JPSS, HawkEye and OCLI data, freely available at https://Ocean 
Color.gsfc.nasa.gov, were selected. The MODIS optical properties data are the result 
of a combination of Terra and Aqua satellite measurements, providing near real-time 
information. The resolution of the MODIS sensor is 0.5°, the resolution of 
the images is 2 km, and the temporal resolution is diurnal. 

A complicating factor in the study is that the wavelengths at which 
the AERONET-OC station measurements are provided do not fully match 
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the channels measured by the satellites, especially in the visible range. Thus, 
the MODIS-Aqua/Terra measurement channels have wavelengths of 412, 443, 469, 
488, 531, 547, 555, 667 and 678 nm; VIIRS-JPSS − wavelengths of 411, 445, 489, 
556 and 667 nm. For HawkEye, Rrs(λ) are measured at wavelengths of 412, 488, 
510, 556 and 670 nm. The problem of interpolating the sea remote sensing 
reflectance values obtained in the CIMEL-318 photometer channels to the satellite 
channels is due to the complex shape of the seawater absorption spectrum. 
Scattering also affects the shape of Rrs(λ). However, the corresponding spectral 
dependencies are monotonous and smoother, allowing the use of a second-degree 
polynomial in the interpolation. In the absorption spectrum, special attention is paid 
to the absorption of pure seawater, since it greatly affects the variability of the 
Rrs(λ) values in the long wavelength region of the spectrum. The absorption 
spectrum of pure seawater introduces the largest interpolation errors. 

In this study, a method was used which consists of multiplying the sea remote 
sensing reflectance obtained from field measurements by the seawater model 
absorption value: 

𝑎𝑎𝑤𝑤(𝜆𝜆𝑖𝑖) = 𝑎𝑎pw(𝜆𝜆𝑖𝑖) + 0.1 ⋅ 𝐶𝐶𝑦𝑦 ⋅ 𝑒𝑒𝑒𝑒𝑒𝑒[0.015 ⋅ (400 − 𝜆𝜆𝑖𝑖)],           (2) 

where yC  is estimated by statistical relationship with color index: 

𝐶𝐶𝑦𝑦 = 2.3 ⋅ 𝐶𝐶𝐶𝐶(555/510)2.18.         (3) 

Expression (3) was obtained based on the regression dependencies given in [31]. 
After multiplying the natural sea remote sensing reflectance by the model 
absorption, a second-degree polynomial interpolation was applied to the satellite 
channels. The resulting values were then divided by the model absorption value at 
the satellite wavelengths. 

The data from the CALIPSO satellite were analyzed to determine 
the predominant aerosol type during the study period. This is an American-French 
research satellite launched as part of NASA EOS (Earth Observing System) program 
to study the Earth’s cloud cover and the vertical structure of atmospheric aerosol. Its 
main instrument is a three-channel imaging radiometer (8.65, 10.6 and 12.05 mkm). 
Aerosol types are determined by the value of the integrated backscattering 
coefficient and the particle depolarization coefficient. The aerosol types determined 
by the calculations of the CALIPSO algorithms are: smoke (from forest fires), dust, 
contaminated dust (mixtures of dust and smoke), contaminated continental and clean 
continental aerosol [32]. Each aerosol type is characterized by a set of lidar ratios at 
the 532 and 1064 nm wavelengths [33]. 

To obtain information on the source of the smoke aerosols, the results of 
the calculation of reverse trajectories of air mass transfer, obtained using 
the HYSPLIT modeling software package, were used. Reverse trajectory analysis 
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makes it possible to follow the movement of air flows at different altitudes and to 
identify the location of likely sources of pollution entering the atmosphere [34]. 

Results and discussion 
On 28–29 July 2021, satellite data showed intense dust transport from 

the Arabian Peninsula and the Sahara across the Black Sea region. According to 
the VIIRS false-color satellite images, dust transport is recorded on both sides of 
the illuminated area, which means that the size of the dust event is more than 
a thousand square kilometers. All presented satellite images also clearly show 
the area of intense fires on the Mediterranean coast (territory of Turkey). Intense 
absorption due to the presence of smoke aerosol west of the island of Crete is 
confirmed by high AOD values over the eastern part of the Mediterranean Sea on 
29 July 2021 (Fig. 1). The next step is confirming or refuting of the dust transfer 
event over the Black Sea region during the study period was the analysis of 
the reverse trajectories of the air flow movement using the HYSPLIT model [34] 
(Fig. 1, b, d). As shown in Fig. 1, dust transfer from the Sahara was recorded at 
the 3 km level for all days. 

T a b l e  1 

Optical characteristics of atmospheric aerosol over the AERONET-OC 
stations in the Black Sea 

Aerosol 
parameters 

Section-7_Platform Galata_Platform 
27.07.2021 28.07.2021 29.07.2021 27.07.2021 28.07.2021 29.07.2021 

AOD_1020nm 0.1044 0.1594 0.15640 0.118754 0.153976 0.145702 

AOD_865nm 0.1184 0.1774 0.17599 0.133570 0.169755 0.164323 

AOD_779nm 0.1273 0.1888 0.18826 0.142891 0.179414 0.177168 

AOD_667nm 0.1510 0.2150 0.21895 0.163671 0.200484 0.205612 

AOD_620nm 0.1640 0.2299 0.23420 0.175332 0.211100 0.220486 

AOD_560nm 0.1859 0.2543 0.26190 0.194556 0.230445 0.247066 

AOD_510nm 0.2079 0.2793 0.29050 0.214621 0.251795 0.276285 

AOD_490nm 0.2163 0.2880 0.30092 0.222911 0.259967 0.287855 

AOD_443nm 0.2425 0.3173 0.33410 0.247029 0.284315 0.322171 

AOD_412nm 0.2667 0.3432 0.36280 0.266241 0.303928 0.349083 

AOD_400nm 0.2801 0.3569 0.37790 0.275084 0.313003 0.361403 

α(440-870) 1.1110 0.8871 0.98910 0.979185 0.782825 1.027634 

α(440-675) 1.1687 0.9532 1.06210 1.051961 0.867812 1.117899 

In this paper, a comparative analysis of the aerosol optical properties at 
AERONET stations (Galata_Platform and Section_7_Platform) was performed for 
cases of different aerosol activity, namely: for 28 July 2021 (the day of the intense 
dust transfer), 27 July 2021 (the day before the dust transfer in the presence of 
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background aerosol) and 29 July 2021 (the day after the start of the intense dust 
transfer). It is worth noting that in July 2021 cloudiness was often observed over 
the AERONET stations and therefore the initial monthly mean AOD values were 
overestimated, which is typical for summer months [35] (Table 1). 

a b 

c d 
F i g.  1. Satellite images of VIIRS-SNPP/JPSS from 28 July 2021 (a) and 29 July 2021 (c) (source: 
https://oceancolor.gsfc.nasa.gov), and corresponding HYSPLIT back trajectories (b, d) (source: 
https://www.ready.noaa.gov/HYSPLIT_traj.php) 

At both western AERONET stations in the Black Sea region, a large amount 
(compared to background values) of coarse aerosol fraction (more than 2.5 μm) and 
low (SSA < 1) values of the single scattering albedo (SSA) were observed on 
28 July 2021 (Fig. 2). In general, a similar situation was observed on 29 July 2021, 
except for higher values of the Angstrom parameter. 
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а b 

c d 

e 

F i g.  2. At the AERONET network stations on 28 July 2021: contribution of fine (less than 2.5 mkm) 
and coarse particles (2.5 mkm and more) to the overall distribution of AOD at Galata_Platform (a) and 
Section_7 (с), single scattering albedo at Galata_Platform (b) and Section_7 (d), particle size 
distribution at two stations (e)  

For the first time, an estimate of the optical depth of aerosol absorption is given 
for the general assessment of the absorption properties of dust aerosol:

0
0 (λ) (1 (λ))τ (λ).aa = −Λ             (4) 

Consequently, the average daily variation of the power function of the optical 
absorption depth was analyzed for synchronous pairs of AOD and SSA 
measurements for AERONET stations (Fig. 3). 
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a b 

c d 

F i g.  3. Mode of the power function of aerosol absorption optical depth at Galata_Platform (а) and 
Section_7 (b) for 28 July 2021, and at Galata_Platform (c) and Section_7 (d) for 29 July 2021  

From Fig. 3 it is evident that the power function is close to λ−1. Consequently, 
the magnitude of the atmospheric correction error depends not only on the λ−4 factor, 
but also on the light absorption by the aerosol. As a result, the error of the standard 
atmospheric correction will increase at shorter wavelengths. It should be noted that 
the standard atmospheric correction procedure is not capable of qualitatively 
estimating the change in spectral properties of aerosol scattering under the influence 
of light absorption in the near IR region, due to the smallness of this effect in the long 
wavelength part of the spectrum. For this reason, it is necessary to use additional 
information about the optical properties of the underlying surface in the shortwave 
region. Thus, the application of standard algorithms for atmospheric correction of 
satellite data in the presence of absorbing dust aerosol requires an additional regional 
correction. The product a0(λ)∙λ−4 should be used as the interpolation function, and 
the proportionality coefficient is found from the conditions imposed on the sea 
remote sensing reflectance in the shortwave region of the spectrum. 

The next stage of the study is to calculate the atmospheric correction error for 
the MODIS-Aqua/Terra, VIIRS-SNPP/JPSS, HawkEye and Sentinel-3A satellites for 
the dates considered. The validation procedure for the satellite data was similar to 
that used for the SeaBASS database: synchronous pairs of measurements with 
the smallest time difference within a radius of 5 km around the western Black Sea 
AERONET-OC stations were selected. Using the SeaDAS software package, all 
pixels with the following error flags were similarly excluded: LAND, STRAYLIGHT, 
HIGLINT, HILT, MODGLINTATMWAR and NAVFAILE [36]. Unfortunately, 
the VIIRSS-SNPP satellite data for 28 July 2021 were excluded from further analysis 
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because all pixels within a 5 km radius of the AERONET-OC stations were within 
the satellite illumination zone. The synchronous in situ measurements of Rrs(λ) at 
the AERONET-OC stations in the western Black Sea during the day changed little, 
namely: the standard deviation (SD) was less than 10% of the value, allowing the use 
of daily averages. The interpolation results constructed from the results of sea remote 
sensing reflectance measurements by MODIS-Aqua, VIIRS-JPSS, Hawkeye and 
OCLI Sentinel-3A satellites for 28 July 2021 are shown in Fig. 4. 

a b 

c d 

e f 

F i g.  4. Errors of atmospheric correction and their approximation by power dependence for 
28 July 2021  



The atmospheric correction error was similarly calculated for 29 July 2021, 
when the dust aerosol AOD was higher, but the Ångström parameter was lower 
(Fig. 5). Unfortunately, the Modis-Terra and VIIRS-SNPP data had strong outliers 
and after filtering the error flags, there were no data left. 

a b 

c d 

e f 

F i g.  5. Errors of atmospheric correction based on the results of measurements of sea remote sensing 
reflectance by satellites MODIS-Aqua, VIIRS-JPSS, Hawkeye and OCLI Sentinel 3A for the Black Sea 
AERONET-OC stations for 29 July 2021  
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As a result of approximation of the atmospheric correction errors for 
28 July 2021, power-law dependencies close to λ−5 were obtained. This is explained 
by the total contribution of: 1) the molecular component (λ−4) and 2) the aerosol 
absorption (λ−1). Fig. 4 shows that the atmospheric correction error of the sea remote 
sensing reflectance for the Galata_Platform station, obtained from VIIRS-JPSS and 
HawkEye measurements, is close to the power-law dependence λ−4 − λ−5, and for 
the Section_7 station it has a more pronounced power-law dependence, namely λ−7. 
A pronounced shape of the power-law function is observed on 29 July 2021, when 
the dust aerosol concentration increases and its aerosol absorption is already close to 
λ−2. It is worth noting that the largest atmospheric correction errors were found for 
29 July 2021 according to MODIS-Aqua data, whose interpolation function is close 
to the form λ−8. We believe that this is due to underestimated Rrs measurements in 
the longwave region for this day and consequently large errors in the standard power 
law approximation – the logarithmic method followed by linear optimization. Using 
a nonlinear approximation, the power function was obtained in the form λ−4 − λ−5, 
which also indicates large errors in the shortwave region of the spectrum. 
The maximum errors in the blue region are observed in Fig. 4, a, c; 5, a, c. 

It is worth noting that the new HawkEye and Sentinel-3A satellites, despite their 
short lifetime and a low number of reprocessings and calibrations, show more 
accurate results. This may be due to the better spatial resolution of the new satellite 
instruments. 

Analysis of CALIPSO satellite data on the stratification of different aerosol 
types for 28 and 29 July 2021 confirmed the presence of dust particles in the surface 
atmospheric column up to 5 km over the Black Sea. In addition to dust aerosol, 
contaminated dust and smoke aerosol were recorded on 29 July 2021, which also 
confirms the spatial distribution of smoke towards The Black Sea region shown in 
Fig. 1, c. 

Conclusion 
As a result of the approximation of the atmospheric correction errors of 

the satellite data for 28 July 2021, power-law dependencies close to λ−5 were obtained. 
This is explained by the total contribution of the molecular component (λ−4) and 
the aerosol absorption (λ−1). For 29 July 2021, a pronounced power-law behavior is 
observed as the dust aerosol concentration increases and the contribution of aerosol 
absorption becomes close to the λ−2 power-law dependence. In addition, for 29 July 
2021, the presence of both dust and smoke aerosols was shown over the study region 
according to CALIPSO satellite data. According to the HYSPLIT air flow backtracking 
modeling data, the aerosol masses on this day moved from the southwest (Crete) 
towards the Black Sea, which is further confirmed by the high AOD values over 
the eastern Mediterranean on 29 July 2021. It is assumed that the combination of two 
absorbing aerosol types caused even greater inaccuracies in the determination of 
the spectral sea remote sensing reflectance for the period under study. 
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Abstract 
Purpose. The work is aimed at studying the possibility of short-term tsunami forecasting in the Kuril 
Islands based on the data on tsunamis in the open ocean. 
Methods and Results. The methods underlying the actions of tsunami warning services in 
the northwestern Pacific Ocean are considered. The warning services relying on primary seismological 
information on an earthquake (magnitude criterion), produce a large number of false tsunami alarms. 
An adequate forecast is provided by the services that use information on a tsunami formed in the open 
ocean (hydrophysical methods). The problem of short-term (operational) tsunami forecasting for 
the Kuril Islands is described. Information on the actions of tsunami warning services during the events 
is provided. The process of forecasting using the express method of tsunami operational forecast is 
numerically simulated under the assumption of obtaining real-time information on tsunamis in 
the ocean. The events of 2006–2020 in the northwest Pacific Ocean are simulated. The results of 
numerical experiments involving actual data confirms the fact that the express method can be used for 
a short-term tsunami forecast in specific locations of the Kuril Islands with an advance time sufficient 
for taking a timely decision to declare an alarm and evacuate the population from hazardous places. 
Conclusions. Development of the express method for short-term tsunami forecasting, provided that 
information on tsunamis in the ocean is available quickly, will make it possible to improve in future 
the quality of forecasting and thereby reduce the number of false tsunami alarms on the Kuril Islands. 
The necessity of creating own, Russian, deep-sea ocean level measurement stations is shown. 
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Introduction 
Short-term (operational) tsunami forecasting still remains an unsolved problem 

in a number of countries in the Pacific, Indian and Atlantic Ocean basins. Tsunami 
warning services in these countries issue timely tsunami alarms in the event of 
underwater earthquakes, often false alerts [1, 2]. It is generally accepted that a false 
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tsunami alarm is an event in which an alarm is issued, the population is evacuated, 
but the waves do not cause flooding or damage [1]. False tsunami alarms, often 
issued too early, do not cause direct losses, but they do cause damage associated with 
the shutdown of production in hazardous areas, the evacuation of the population to 
safe zones, and the removal of ships to the open sea. In this case, all types of activity 
in the coastal zone stop for several hours [3]. 

The objective of operational (short-term) tsunami forecast is to obtain 
information about the expected tsunami in advance. It should include the time of 
arrival of the first wave, the number of waves, their amplitudes, time intervals 
between them, and the duration of the tsunami [4]. These characteristics of 
the tsunami are also listed in the definition of the concept of "tsunami forecast" 
formulated by the UNESCO Intergovernmental Oceanographic Commission (IOC) 
in 2013.1 Based on such information, a decision should be made to declare a tsunami 
alarm with reasonable lead time only at those points where the tsunami poses a real 
threat. The lead time of the forecast is understood to be the time that passes from 
the moment the forecast is developed until the expected tsunami arrives at a given 
point. 

The purpose of the operational tsunami forecast is to ensure the safety of 
population, movable property, sustainability of the coastal infrastructure and coastal 
territories functioning in conditions of a probable tsunami risk. 

A review of the state of the art in the field of tsunami forecasting is given in 
[1, 2]. The works describe the principles underlying the actions of various tsunami 
warning services (TWS). The principles of operation of tsunami warning services in 
the northwestern Pacific Ocean are described in [3]. 

In the practice of tsunami warning services, two main approaches are used, 
based on information about an earthquake or tsunami in the open ocean. The first of 
them, the magnitude-geographical method, proposed about 60 years ago at the very 
beginning of the development of tsunami warning services, is based on empirical 
relationships between the magnitude of an earthquake and the intensity of a tsunami. 
This approach is the cause of a large number (at least 75%) of false tsunami alarms 
declared by all services [1, 5, 6]. Approaches based on the relationship between 
the magnitude of an earthquake and its probable mechanism are proposed and 
implemented by tsunami warning services in Japan 2, Australia [7], and Russia [8]. 
Tsunami forecasting is performed using a database of precomputed mareograms near 
the coast from many seismic sources with the most probable mechanism. 

1 UNESCO, 2019. Tsunami Glossary. Intergovernmental Oceanographic Commission. Fourth Edition. 
Paris: UNESCO, pp. 35-36. (IOC Technical Series; 85). [online] Available at: 
https://unesdoc.unesco.org/ark:/48223/pf0000188226 [Accessed: 15 June 2024]. 
2 UNESCO, 2019. Users’ Guide for the Northwest Pacific Tsunami Advisory Center (NWPTAC): 
Enhanced Products for the Pacific Tsunami Warning System. Paris: UNESCO, 35 p. (IOC Technical 
Series; no. 142). [online] Available at:
https://unesdoc.unesco.org/ark:/48223/pf0000366546?posInSet=1&queryId=d1288da0-390e-47b1-
8a51-a529b04abf93 [Accessed:15 June 2024]. 
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Another approach is associated with the development of a network of DART 
stations (Deep-ocean Assessment and Reporting of Tsunamis) for observing ocean 
levels 3. The expected tsunami is forecast using the NOAA (National Oceanic and 
Atmospheric Administration) hydrophysical forecasting method 3, also known as 
the SIFT (Short-term Inundation Forecasting for Tsunamis) method 4 [9, 10]. Based 
on ocean tsunami data, wave forms are computed at specified points in the ocean or 
near the coast using a pre-created giant database of synthetic mareograms. 
The degree of coincidence between the computed wave forms and real mareograms 
is not assessed during the computations 3. Tsunami forecasts using the NOAA 
method correspond to the UNESCO IOC definition. This real-time forecasting 
methodology is currently officially used by the US tsunami warning services [2]. 
The NOAA (SIFT) method is not applicable to areas for which there is no pre-
computed database of synthetic mareograms [3]. 

A similar but more rigorous approach proposed in [11] identifies the most 
informative points for tsunami forecasting. Using a set of such points specific to each 
event can be useful in developing an optimal tsunami observation system. This 
approach assumes the possibility of operational tsunami forecasting. 

The Far East coast of the Russian Federation, especially the Pacific coast of 
the Kuril Islands, is considered a tsunami-hazardous area 5. 

In 2024, it was 72 years since the devastating tsunami of November 4–5, 1952, 
on the northern Kuril Islands. The tsunami was caused by an earthquake with 
a magnitude of 9 southeast of the Kamchatka Peninsula and caused flooding on 
the coasts of Paramushir Island and Shumshu Island (northern Kuril Islands) up to 
23 m high 6. The city of Severo-Kurilsk and all settlements on these islands were 
destroyed. There are many publications dedicated to this event, for example 7. 

After the 1952 tsunami, a tsunami warning system was created in Russia, based 
on information about earthquakes (magnitude and epicenter coordinates). 

The strongest earthquake with a magnitude of 9.1 on March 11, 2011east of 
the Honshu Island caused flooding of the Kuril Islands coast with a maximum splash 
height of up to 2.5 m on Paramushir Island, over 2 m on Kunashir Island and up to 

3 NOAA, 2024. NOAA Center for Tsunami Research. [online] Available at: http://nctr.pmel.noaa.gov/ 
[Accessed:15 June 2024]. 
4 Gica, E., Spillane, M.C., Titov, V.V., Chamberlin, C.D. and Newman, J.C., 2008. Development of the 
Forecast Propagation Database for NOAA’s Short-Term Inundation Forecast for Tsunamis (SIFT). 
Seattle, WA: Department of Commerce, 95 p. (NOAA Technical Memorandum OAR PMEL-139). 
5 FSBI “Sakhalin Administration for Hydrometeorology and Environmental Monitoring”, 2024. 
Tsunami Center. [online] Available at: http://sakhugms.ru/index.php/o-nas/strutura/tsentr-tsunami 
[Accessed: 15 June 2024] (in Russian). 
6 NCEI, 2024. Hazard Tsunami Search. [online] Available at: 
https://www.ngdc.noaa.gov/hazel/view/hazards/tsunami/event-search [Accessed: 15 June 2024]. 
7 1952 Tsunami, Severo-Kurilsk. [online] Available at: 
http://www.sakhalin.ru/Region/Tsunami_1952/tsunami_1952.htm [Accessed: 15 June 2024] (in 
Russian). 
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2 m on Iturup Island 6. Based on the magnitude of the earthquake and information 
DART 21401 station, a tsunami alert was promptly issued for the Kuril Islands, and 
the population was evacuated [12]. 

In 2006 and 2007, two earthquakes occurred to the east of Simushir Island 
(central Kuril Islands). The first of them (15.11.2006) had a magnitude of 8.3, 
the second one (13.01.2007) – 8.1. In both cases, in all populated areas of the Kuril 
Islands, in accordance with the regulations based on the magnitude criterion, 
tsunami alerts were simultaneously issued, and the population was evacuated. 
The tsunami splashes were up to 21.9 m on the nearest uninhabited central Kuril 
Islands [13, 14]. At the same time, in populated areas the tsunamis were insignificant 
and did not pose a danger: for example, in Yuzhno-Kurilsk the maximum amplitudes 
were 0.28 m in the first event and 0.06 m in the second one 6. 

On March 25, 2020, an earthquake with a magnitude of 7.5 occurred east of 
Onekotan Island (Northern Kuril Islands) at 13:49 Sakhalin time. Since information 
on the actions of warning services during an event is usually not published, 
the actions of tsunami warning services during this event are described below. This 
will allow you to understand the current order of actions of the TWS and assess 
possible changes in the future. 

At 13:57 Sakhalin time, the Pacific Tsunami Warning Center (PTWC) issued 
a bulletin warning of dangerous tsunami waves for the coast within 1000 km from 
the epicenter of the earthquake. A tsunami alert for the Severo-Kurilsk district was 
declared by the Yuzhno-Sakhalinsk seismic station at 14:00 based on the magnitude 
criterion. The Tsunami Advisory Center for the Northwest Pacific Ocean, namely 
the Japan Meteorological Agency (JMA), also warned at 14:16 about possible 
destructive tsunami waves on the Kuril Islands with an amplitude of 1–3 m. 
The tsunami was expected to arrive in Severo-Kurilsk at 15:04. The evacuation of 
400 people was completed at 14:30, half an hour before the expected arrival of 
the wave. The wave height at the expected time outside the settlement, according to 
visual assessment against the background of storm waves, was 50 cm 5. There is no 
data on the manifestation of a tsunami in the port of Severo-Kurilsk. The duration of 
the alarm mode was about 4 hours [15]. 

In the last three events, due to the small amplitude of the waves in 
the settlements, the alarms declared in them were clearly false. 

At present, when deciding to issue a tsunami alert, Russian tsunami warning 
centers rely on the magnitude-geographic criterion developed about 60 years ago and 
warnings issued by the PTWC and JMA, which results in false tsunami alerts. 
The Russian tsunami warning service does not have its own deep-sea ocean level 
measurement stations that allow for ocean level monitoring and operational tsunami 
forecasting, and does not use open ocean tsunami data in its activities 8. For this 

8 Kamchatka Branch of Geophysical Survey RAS. [online] Available at: 
https://emsd.ru/conf2019/pdf/solution.pdf [Accessed: 07 October 2024]; 
https://emsd.ru/files/conf2021/resolution_tsunami.pdf [Accessed: 07 October 2024]; 
https://emsd.ru/files/conf2023/result.pdf [Accessed: 07 October 2024]. 
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reason, as well as due to the lack of modern operating forecasting methods, tsunami 
centers do not provide an adequate tsunami forecast for the coast of the Far East. 
The NOAA (SIFT) method for forecasting tsunamis on the Russian Far East coast is 
not applicable due to the lack of an appropriate synthetic mareograms database. 

A legitimate question arises: is it possible to fundamentally improve the work of 
tsunami warning services, to significantly increase the quality of the forecast? 

The aim of the work and the statement of the problem 
For the Russian warning service, transoceanic tsunamis occurring off the coast 

of South America do not cause concern. The decision to declare an alarm is based 
on information about the manifestation of a tsunami in the Hawaiian Islands. 
However, the criterion for the danger of a tsunami in the Kuril Islands depending on 
the heights of the tsunami in the Hawaiian Islands has not been developed. Waves 
with amplitudes of 2 m, recorded in the Hawaiian Islands, are not considered as 
a factor in the occurrence of a noticeable tsunami hazard in the Kuril Islands 
[16, 17]. 

When a tsunami occurs near the Kuril Islands, the decision to declare an alarm 
is made based on the magnitude-geographic method. If the magnitude is above 
the threshold, a tsunami alarm is declared in all populated areas of the islands. 

Based on the question posed above, the purpose of the work was to study 
the possibility of an operational, reliable tsunami forecast in the Kuril Islands based 
on data on tsunamis in the open ocean. 

To achieve the goal, a numerical simulation of the process of operational 
tsunami forecasting using the express method was performed under the assumption 
of obtaining information about tsunamis in the ocean in real time. It was assumed 
that the time of forecast generation and the time of tsunami alarm announcement 
coincide. Information from deep-sea ocean level measuring stations of the DART 
system located near the Kuril Islands, which were in operation during the event, or 
reconstructed data from stations that were in operation earlier or installed later, were 
used. 

The quality of the tsunami forecast is assessed by its ability to determine 
the degree of threat and the need to announce an alarm only in those places where 
a tsunami poses a real threat [3]. 

The method for operational (short-term) tsunami forecast 
As noted, tsunami centers currently do not provide adequate tsunami forecasts 

for the Far East coast. Detailed information on the expected tsunami based on ocean 
level data could be obtained using the express method of operational forecasting [4]. 

The express method consists of computing the waveform of the expected 
tsunami at a given point A based on data on the tsunami in the ocean at point M using 
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the transfer function (the ratio on the right-hand side) in accordance with 
the relation: 

η( , )ζ( , ) ζ( , ) .
η( , )

A sA s M s
M s

= ⋅ (1) 

All functions included in (1) are images (spectra) of the discrete integral Laplace 
transform of the corresponding data series. Expression (1) is a consequence of the 
similarity relation of the spectra of wave forms at points A and M of two different 
tsunamis (functions ζ(A, s), ζ(M, s) and functions η(A, s), η(M, s)) with the same 

epicenter  ( , ) η( , ) ,
ζ( , ) η( , )

A s A s
M s M s

ζ
=  which is derived from the fundamental reciprocity 

principle [4]. 
If the functions η(A, s), η(M, s) are known for each point A, then the inverse 

Laplace transform of relation (1) yields the waveforms of the expected tsunami at 
each of these points. In practice, due to the fact that in the operational mode only 
the coordinates of the epicenter are known about the earthquake (the magnitude does 
not matter), a numerical model of waves propagating from a model (auxiliary) 
source in the form of an initial circular elevation of the free surface of arbitrary 
amplitude, for example, 10 m, with the center coinciding with the epicenter of 
the earthquake is adopted as the second tsunami. The diameter of the source is 
a characteristic transverse horizontal size of the tsunami source, 100 km. This is 
the main assumption of the method. It is assumed that the similarity, although 
approximate, is observed. The computation of waveforms from the auxiliary 
source at points M and A is performed during the event immediately after 
receiving information about the coordinates of the earthquake epicenter. In this 
case, there is no need to create a giant database of precomputed 
mareograms. Due to the approximate nature of the method, a complete match 
between the computed and actual waveforms is not expected. A fairly 
accurate forecast of the main characteristics of the expected tsunami is 
expected: arrival time, amplitude and duration of the head wave, arrival time and 
amplitude of the maximum wave. 

The initial version of the method is described in [4]. Later, for operational use, 
it was proposed to use data on tsunamis with a duration equal to the first half-
period/period of the tsunami in the ocean [18]. In [4], the success of the short-term 
tsunami forecast method is shown in computing waveforms at DART stations that 
recorded the 2006, 2007 and 2009 tsunamis in the northern Pacific Ocean. 
The effectiveness of the express method for forecasting transoceanic tsunamis 
occurring near the coast of South America, in the ocean, and near the Kuril Islands 
is shown in [3, 19]. The quality of tsunami forecasts for points in the ocean using 
the express method and the NOAA method is comparable [3]. 
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Results 
The processes of operational forecasting of the 2006, 2007 Simushir and 2020 

Onekotan tsunamis, as well as the 2011 Tohoku tsunami on the Kuril Islands, were 
simulated. 

F i g.  1. Scheme of the computation areas: a – location of DART stations in the northern Pacific Ocean, 
the data from which are used for comparison with the calculated ones; b – the area near the Kuril Islands 
used in modeling the process of operational tsunami forecasting (black numbers indicate the location 
of DART stations; red stars – the earthquake epicenters with the year indicated; black triangle – 
the location of automated tide gauge “Vodopadnaya” (southeastern tip of Kamchatka); blue numbers – 
the settlements: 1 – Severo-Kurilsk (Paramushir Island), 2 – Kurilsk (Iturup Island), 3 – Burevestnik 
(Iturup Island), 4 – Yuzhno-Kurilsk (Kunashir Island), 5 – Hanasaki (Hokkaido Island) and 6 – Kushiro 
(Hokkaido Island))  

In numerical experiments, actions similar to those that would be performed in 
real conditions were performed, observing the time frames: obtaining information 
on the coordinates of the earthquake epicenter (7–11 minutes after the main shock), 
constructing a transfer function immediately after receiving this information, 
receiving information on the sea level from the station closest to the source. 
The construction of the transfer function must be completed before receiving 
information on the level. Modern fast computation methods make it possible to do 
this in a short time [20]. The final computations (inverse Laplace transform) are 
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performed immediately after receiving information on the passage of the first quarter 
of the first period, half-period or full period of the tsunami through the registration 
point. The forecast lead time was determined. The moment of tsunami arrival at 
a given point was estimated as the moment of the first wave arrival (sometimes this 
moment is understood as the time of arrival of the first wave maximum). 
Subsequently, as level information is received, the forecast can be refined. 

The scheme of the computation areas indicating the epicenters of earthquakes 
(tsunami sources), locations of DART stations and points on the coasts of the Kuril 
Islands and Hokkaido Island, for which the forecast was made, is shown in Fig. 1. 
Figure 1, a shows the locations of DART stations in the northern Pacific Ocean. 
The data from these stations were compared with the calculated ones to confirm 
the adequacy of the results. The computations were performed in spherical 
coordinates. The step of the difference grid covering the northern part of the Pacific 
Ocean is 3800 m at a latitude of 40º. Bathymetric data [21, 22] were used in computing 
wave propagation in the ocean. The computational domain of the Kuril Islands region 
(Fig. 1, b) was used to model the process of operational tsunami forecasting using 
the express method. The step of the difference grid of this region had a step of 900 m 
at a latitude of 45º. 

Data from DART stations 9 and tide gauges 10, 11 were used. Tidal components 
and oscillations caused by the passage of seismic waves along the bottom (seismic 
noise) were removed from the records during the computations. 

Several DART stations, installed at different times, are or were located near 
the Kuril Islands: DART 21401 (operating years 2009–2014), 21402 (2012–2017), 
21419 (since 2009). The location of the stations is optimal for each specific case 
depending on the proximity to the tsunami source. For the events of 2006 and 2007, 
the optimal position is DART 21419, for the event of 2020 – the position of DART 
21402. Due to the fact that the stations were not operating during the period of 
the corresponding tsunami, a preliminary reconstruction of tsunami waveforms was 
performed at these stations based on data from more distant stations using 
the express method. The original and reconstructed waveforms for each described 
event are given below. Based on the reconstructed data, tsunami waveforms were 
computed at more distant stations and near populated areas. 

The lead time of tsunami forecasting is directly related to the efficiency of 
obtaining data on tsunamis in the ocean: using shorter time intervals for analysis 

9 National Data Buoy Center, 2024. Station List. [online] Available at: 
https://ndbc.noaa.gov/to_station.shtml [Accessed: 15 June 2024]. 
10 Russian Tsunami Warning Service, 2024. Sea Level. [online] Available at: http://rtws.ru/sea-level/ 
[Accessed: 15 April 2024] (in Russian). 
11 IOS, 2024. Sea Level Station Monitoring Facility. [online] Available at:  
http://www.ioc-sealevelmonitoring.org/list.php?showall=a&output=general&order=location&dir=asc 
[Accessed: 15 June 2024]. 
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allows forecasts to be made earlier. This is especially important in cases of 
earthquakes occurring near the coastline. Tsunami waveforms were computed based 
on reconstructed data from DART 21419 for 16 minutes after the earthquake onset 
(including a quarter of the first wave period), 20 minutes (including half the period), 
32 minutes (including one full period) and 108 minutes. The computation results 
were found to be virtually identical, as confirmed by comparison with actual data on 
the 2006 Simushir tsunami. 

In subsequent numerical experiments, data from the corresponding DART 
station, starting from the moment of the earthquake onset and covering the first 
quarter of the period, were used to compute tsunami waveforms for each event. 

2006 Simushir tsunami 
The earthquake occurred on November 15, 2006 on the western slope of 

the Kuril-Kamchatka Trench 6. The epicenter was located 90 km east of Simushir 
Island. 

F i g.  2. Waveforms of the 2006 Simushir tsunami: a – recorded by DART 21414 station (left) and 
reconstructed at DART 21419 station (right); b – recorded (black line) and computed (red line) based 
on the reconstructed data from DART 21419 station. Here and further on, each graph is indicated by 
the DART station number or the settlement name, vertical black line is the boundary of the data used in 
forecasting, as well as the moment of forecast generation for the points on the Kuril Islands 

The resulting tsunami (the epicenter is shown in Fig. 1) was recorded by DART 
stations located along the Aleutian Islands, the US West Coast to the California 
Peninsula 9. The closest station to the Kuril Islands was DART 21414 (Fig. 1), 
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the tsunami travel time to which was more than 2 hours (Fig. 2, a). The tsunami travel 
time to the point where DART 21419 was installed in 2009 was 10 minutes. In this 
event, the station’s position would have been optimal (Fig. 1). The reconstructed 
tsunami waveform at point 21419 based on DART 21414 station data was used for 
forecasting. The initial data and the reconstruction result are shown in Fig. 2, a.  

To confirm the adequacy of the reconstructed tsunami waveform at point 21419, 
computations were performed at points in the ocean where more distant DART 
stations were located based on these data. A series of reconstructed data from DART 
21419 station with a duration of 16 min from the onset of the earthquake was used 
(Fig. 2, a, on the right). The results for some stations are shown in Fig. 2, b, left 
column. Good agreement is observed between the head waves of the real and 
computed waveforms. 

The tsunami was recorded by tide gauges in Yuzhno-Kurilsk, Hanasaki and 
Kushiro. The construction of transfer functions for points on the Kuril Islands and 
Hokkaido Island began 7–11 min after the earthquake (the moment the data on 
the epicenter coordinates were obtained) and was completed before the first quarter 
of the tsunami period passed through point 21419 (16 min after the onset of 
the earthquake). The forecast for selected points based on the reconstructed DART 
21419 data for 16 min is shown in Fig. 2, b, right column. 

No tsunami was recorded in Severo-Kurilsk. According to the computation, 
the expected tsunami did not pose a serious threat. There is no evidence of a tsunami 
in Severo-Kurilsk. In Yuzhno-Kurilsk, although the structures of the computed and 
actual waves do not match, the values of the maximum amplitudes are in good 
agreement, up to 0.5 m, which indicates an insignificant tsunami that does not pose 
a threat. Quite good agreement between the actual and computed waveforms is 
observed for Hanasaki and Kushiro. 

The earlier arrival of the tsunami in Hanasaki and Kushiro than in Yuzhno-
Kurilsk is explained by the fact that the wave in these points spreads over a deep-
water basin, while in Yuzhno-Kurilsk – over a shallower shelf and strait. 

When developing a forecast based on the data of the DART 21419 station at 
a time of 16 minutes from the onset of the earthquake, the forecast lead time for 
Severo-Kurilsk and Yuzhno-Kurilsk is 66 and 94 minutes, respectively. 

This time is sufficient to decide on the need to declare a tsunami alarm. 
The moment of declaring an alarm is not regulated, but practice shows that for 
populated areas of the Kuril Islands, an alarm can be declared 30 minutes before 
the expected tsunami arrival. 

2007 Simushir tsunami 
Two months later, an earthquake occurred on the eastern slope of the Kuril-

Kamchatka Trench approximately 170 km southeast of Simushir Island on 
13.01.2007 6. 
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In this event, the tsunami was recorded by stations along the Aleutian Islands, 
the US West Coast to the California Peninsula 9. In addition, the tsunami was 
recorded by the DART 21413 station, located to the south of the source. Based on 
the data from the DART 21414 station (Fig. 3, a, left), the tsunami waveform was 
reconstructed at point 21419, where the DART 21419 station was subsequently 
installed, the wave travel to which is 15 minutes. The reconstruction results are 
shown in Fig. 3, a, right. 

Based on the reconstructed tsunami waveform at point 21419, computations 
were performed at points in the ocean where more distant DART stations were 
located. A time series of 19 min from the onset of the earthquake was used. 
The results for some stations are shown in Fig. 3, b, left column. Good agreement 
was obtained between the head waves of the real and computed waveforms, both in 
the easterly and southerly directions from the tsunami source. In all cases, 
the tsunami arrival begins with a decrease in the ocean level.  

The tsunami was recorded by tide gauges in Yuzhno-Kurilsk, Hanasaki and 
Kushiro. As for the previous event, the construction of transfer functions for points 
on the Kuril Islands and Hokkaido Island began 7–11 min after the earthquake 
occurred and was completed before the first quarter of the tsunami wave passed point 
21419 (19 min after the onset of the earthquake). 

F i g.  3. Waveforms of the 2007 Simushir tsunami: a – recorded by the DART 21414 station (left) and 
reconstructed at DART 21419 station (right); b – recorded (black line) and computed (red line) based 
on the reconstructed data from DART 21419 station 
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In Severo-Kurilsk, as during the previous event, no tsunami was registered. 
According to the computation, the expected tsunami did not pose a serious danger. 
There is no evidence of a tsunami in the Severo-Kurilsk area. In Yuzhno-Kurilsk, 
although the structures of the computed and actual waves do not match, the values 
of the maximum amplitudes are in good agreement, up to 0.1 m, which indicates an 
insignificant tsunami that does not pose a danger. Quite a good match between 
the actual and calculated waveforms is observed for Hanasaki and Kushiro. 

When generating a forecast at a time of 19 minutes from the onset of 
the earthquake, the forecast lead time for Severo-Kurilsk and Yuzhno-Kurilsk is 69 
and 101 minutes, respectively.  

2020 Onekotan tsunami 
An earthquake occurred east of Onekotan Island, 220 km from Paramushir 

Island (Northern Kuril Islands) on March 25, 2020 6. The resulting weak tsunami 
was recorded by DART stations 21415, 21416 and 21419 9, as well as by 
the Vodopadnaya automated sea level measurement station 10. The closest station to 
the source was DART 21416 (Fig. 1), the tsunami traveled to it 25 minutes. 
The closest to the tsunami source of those indicated in Fig. 1 is the position of 
the previously operating Russian station DART 21402. The tsunami traveled to this 
point is about 15 minutes. The tsunami forecast based on the data from this station 
could have been obtained earlier than based on the data from the DART 21416 
station [15]. 

The tsunami waveform reconstruction at point 21402 was performed using 
the express method based on the data from the DART 21416 station (Fig. 4, a). 
The reconstructed tsunami waveform at the DART 21402 station is shown in 
Figure 4, a, on the right. The computation of the tsunami waveforms (based on 
the ready transfer function) at the specified points could have been performed 
immediately after receiving the data from the DART 21402 station on the passage 
of the first quarter of the tsunami period (at the 20th minute after the onset of 
the earthquake). The tsunami computation based on the reconstructed data series of 
the DART 21402 station (Fig. 4, a) with a duration of 20 min was performed for 
the DART 21415 station and the Vodopadnaya (southeast Kamchatka) (Fig. 1) and 
populated areas (Fig. 1). The computation results are shown in Fig. 4, b. A good 
match was obtained between the computed and recorded waves at the DART 21415 
station. The oscillations preceding the tsunami in the records of this station are 
the effect of Rayleigh waves on the ocean floor. A good match in amplitudes was 
obtained between the computed waveform near the Vodopadnaya and the record 
obtained by this station [15]. 

According to the computation results, the expected time of arrival of the first 
wave in Severo-Kurilsk is 69 minutes after the onset of the earthquake, the computed 
amplitude is 15 cm. The amplitude of 15 cm was obtained at the node of 
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the difference grid closest to the shore, where the sea depth is 17 m. In accordance 
with the well-known Green's law, according to which the wave amplitude a1 at 
a depth of D1 is related to the amplitude a0 at a depth of D0 by the ratio 
a1/a0 = (D0/D1) 1/4, recalculating the amplitude of 15 cm to a point where the depth 
is 1 m gives an amplitude of about 30 cm. A visual estimate of the wave height (from 
crest to trough) of 50 cm was made 1.2 km south of the port of Severo-Kurilsk near 
the water's edge at a depth of about 1 m [15]. The lack of instrumental measurements 
of the sea level in Severo-Kurilsk, as well as on all the Kuril Islands, does not allow 
us to confirm either the visually estimated tsunami height of 50 cm, or the computed 
amplitude of 30 cm. 

F i g.  4. Waveforms of the 2020 Onekotan tsunami: a – recorded by DART 21416 station (left) and 
reconstructed at DART 21402 station (right); b – recorded (black line) and computed (red line) based 
on the reconstructed data from DART 21402 station 

According to computations, in other populated areas of the Kuril Islands, 
the amplitude of the expected tsunami should be insignificant. 

The forecast lead time according to the DART 21402 station, which is 
43 minutes for Severo-Kurilsk, 65 minutes for Kurilsk, 65 minutes for Burevestnik, 
and 116 minutes for Yuzhno-Kurilsk, is quite sufficient to make a decision to declare 
an alarm in these areas [15]. 

The warning issued by JMA about possible destructive waves on the Kuril 
Islands with amplitudes of 1–3 m was not confirmed. The event of 25.03.2020 shows 
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that the method of tsunami forecasting based on the magnitude criterion, preliminary 
computations, on which the JMA relies, cannot always give a correct forecast. 

2011 Tohoku tsunami 
A powerful earthquake occurred on March 11, 2011, off the northeastern coast 

of Honshu Island 6. The resulting tsunami was unusual: its amplitude exceeded 
the value predicted by computations for an earthquake with a magnitude of 9.0. 
The initial amplitude of the wave that arose after the main shock was 2 m. After 11 
minutes, it unexpectedly increased to 5 m [16]. A qualitative explanation of this 
effect is given in [23]. Presumably, it is similar to the effect of an underwater 
landslide. 

In the area of the Kuril Islands, the tsunami was recorded by DART 21419 and 
Russian DART 21401 9, stations, coastal tide gauges in Kurilsk and Yuzhno-Kurilsk, 
as well as in Hanasaki and Kushiro on the island of Hokkaido 11. 

Computations were performed using data from the DART 21401 station for 
68 minutes, including the first quarter of the wave period (Fig. 5). 

F i g.  5. Waveforms of the 2011 Tohoku tsunami: recorded (black line) and computed (red line) based 
on the data from DART 21401 station 

A good match was obtained between the computed and actual waveforms at 
the DART 21419 station closest to the islands (Fig. 5). The quality of the express 
forecast at this station and the quality of the tsunami waveform computations in 
the ocean, performed by the NOAA method, are comparable 12.  

12 NOAA Center for Tsunami Research. Tohoku (East Coast of Honshu) Tsunami, March 11, 
2011. [online] Available at: http://nctr.pmel.noaa.gov/honshu20110311/ [Accessed: 19 June 2024]. 
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The results of computing the tsunami waveform near populated areas of 
the Kuril Islands and Hokkaido Island are presented in Fig. 5. 

The computed and recorded tsunami waveforms in Hanasaki and Kushiro are in 
good agreement with each other. In Yuzhno-Kurilsk, there is also agreement between 
the model and real waveforms. The time of tsunami arrival at the forecast point and 
the wave structure coincide. According to the forecast, the amplitude of 
the maximum wave should not exceed 1.5 m. In Kurilsk (the Okhotsk side of Iturup 
Island), the structure, amplitudes and characteristic periods of the waves coincide 
well. In Severo-Kurilsk, the computed range of water level fluctuations should not 
exceed 1.5 meters, which agrees with the information from ships located near 
Severo-Kurilsk, where the water level under the keel fluctuated from 4.2 m to 2.6 m 
with a difference of 1.6 m [16]. The computed wave amplitudes (up to 2 m) 
correspond to visual observations in the Burevestnik port point (Iturup Island) [12]. 

The forecast lead time is 92 minutes for Severo-Kurilsk, 37 minutes for Yuzhno-
Kurilsk, and 30 minutes for Kurilsk. It is quite sufficient to make a decision on 
declaring a tsunami alarm. Tsunami alarms could be declared sequentially in 
Kurilsk, Yuzhno-Kurilsk, and Severo-Kurilsk. Due to the small amplitude of 
the expected wave in Kurilsk, the alarm could not be declared or cancelled in 
a timely manner if it was declared based on the magnitude criterion. For 
the Burevestnik port point, the time of wave front arrival practically coincides with 
the moment of forecast development. For this point, as well as points on Shikotan 
Island and the islands of the Small Kuril Ridge, the tsunami alarm should be declared 
in accordance with the current regulations, based on the magnitude criterion. In 
the computations performed in [18], the data from the DART 21401 station with 
a duration of 20 min (the first period of the wave) were used, the arrival of 
the tsunami was estimated as the arrival of the first wave crest. This explains 
the difference in the lead time estimate. 

The results of the experiment confirm that, despite the anomalous mechanism 
of excitation of the Tohoku tsunami on March 11, 2011, the computation performed 
using the data from the DART 21401 level measurement station, using information 
only on the coordinates of the earthquake epicenter without involving additional 
seismological information, gives an adequate result. 

 
Discussion 

The paper shows that the tsunami forecast for the Kuril Islands based on 
the magnitude-geographical method used by Russian tsunami warning services is 
ineffective. Tsunami alarms announced simultaneously on all the Kuril Islands often 
turn out to be false in populated areas due to the small amplitude of the wave. 
However, this is not due to the actions of the Tsunami Center, but to the approved 
regulations based on the magnitude criterion. The Northwest Pacific Tsunami 
Advisory Center (JMA), relying on pre-computed mareograms from a number of 
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sources in tsunamigenic zones with the most probable earthquake mechanisms, also 
cannot always provide a correct forecast. 

Currently, hydrophysical methods using information about the tsunami formed 
in the open ocean are effective. The NOAA (SIFT) method using DART station data 
is successfully used to forecast tsunamis in the USA. However, the forecast is more 
difficult when tsunamis occur near the coast. Often, tsunami information from 
DART stations comes later than the tsunami reaches the nearest coasts. 

As noted above, the NOAA method cannot be used to forecast tsunamis in 
the Kuril Islands. For such situations, the express method of short-term tsunami 
forecasting can be used. To perform a forecast using the express method, 
seismological information is required only on the coordinates of the earthquake 
epicenter and tsunami information from DART stations, received in real time. 

The moment of forecast generation is determined by the time (from the onset of 
the earthquake) of the tsunami passing through the registration point. The forecast 
for a specific point will be successful if its lead time is not less than the time required 
to evacuate the population, which is specific to each point. For points on the Kuril 
Islands, the forecast lead time can be estimated at no less than 30 minutes. 
Accordingly, a tsunami alarm can be declared 30 minutes before the expected 
tsunami arrival at the corresponding point. The tsunami travel time to a specific 
settlement is estimated in real time. If the forecast lead time is less than 30 minutes, 
a tsunami alarm should be declared based on the magnitude criterion. The alarm can 
be promptly cancelled upon receipt of information about the non-hazard of 
a tsunami. 

The aim of the work was to study the possibility of an operational tsunami 
forecast for the Kuril Islands based on data on tsunamis in the open ocean. 
The tsunamis of 2006–2020 that occurred near the Kuril Islands are considered. It is 
shown that with prompt receipt of information about the coordinates of 
the earthquake epicenter and about tsunamis in the ocean, an operational tsunami 
forecast in settlements is possible with the required lead time. Despite its 
approximate nature, the express method allows adequately assessing the degree of 
danger of an expected tsunami for any part of the coast. In this case, it is sufficient 
to have information about the passage of a quarter of the first period of the tsunami 
through a registration station located in the optimal location for each event. In case 
of earthquakes in the area of the central Kuril Islands, the optimal position is 
the location of DART 21419 station. The forecast lead time for settlements of 
the northern and southern islands is 66–101 minutes. In case of earthquakes in 
the area of the northern Kuril Islands, the optimal position is the location of 
the previously operating Russian station DART 21402. The forecast lead time in 
such cases is 43–116 minutes. In the case of earthquakes off the east coast of 
Japan, the previously operating Russian station DART 21401 would allow 
forecasting to be carried out in real time. The tsunami forecast lead time for these 
events is 30–92 minutes for nearby and more remote settlements. 
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Conclusion 
Many areas in the Sakhalin Region are tsunami-hazardous, especially the Kuril 

Islands. The problem of operational tsunami forecasting has not yet been fully 
resolved. The declaration of tsunami alarm on the Pacific coast of Russia is based on 
the magnitude method created in the middle of the last century. There are a large 
number (over 75%) of false alarms. These alarms, often declared too early, are 
accompanied by damage caused by the suspension of production and other activities 
in the coastal zone for a long time. 

Currently, in the Russian Far East, there is no hydrophysical subsystem of 
the tsunami warning service that would monitor the wave regime in the ocean and 
assess the tsunami hazard. The tsunami warning service needs to create such 
a subsystem in order to increase the efficiency, reliability and accuracy of tsunami 
warnings. 

An express method for operational tsunami forecasting can be used for the coast 
of the Russian Far East. Implementation of the express method for operational 
tsunami forecasting as a single complex, provided that information on tsunamis in 
the ocean is received, will improve the quality of forecasting in the future and 
thereby reduce the number of false tsunami alarms on the Kuril Islands. 
The previously operating Russian stations DART 21401 (in 2010–2014) and DART 
21402 (in 2012–2017) could provide a reliable tsunami forecast for the Kuril Islands 
with sufficient advance notice in the event of earthquakes in the areas of the northern 
and central Kuril Islands and the east coast of Japan. 

Russia is almost the only country in the Pacific Ocean basin that does not have 
deep-sea stations for measuring ocean levels, which would allow for operational 
tsunami forecasting. There is a need to create our own, Russian, deep-sea stations 
for measuring ocean levels. 
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