Henunelinas -
—— | THAM W KA U HeI/IpOHayKa

W3zBectus BeicinX yueOHbIX 3aBeneHuid. [Ipuknannas nenuneitnas auHamuka. 2022. T. 30, Ne 1
Izvestiya Vysshikh Uchebnykh Zavedeniy. Applied Nonlinear Dynamics. 2022;30(1)

Article
DOI: 10.18500/0869-6632-2022-30-1-76-95

Revealing the neural network underlying covert picture-naming paradigm
using magnetoencephalography

P. ChholakY*, F. Tabari®*, A. N. Pisarchik*3®

"Universidad Politécnica de Madrid, Spain
2Universidad Auténoma de Madrid, Spain
3Innopolis University, Russia
E-mail: parth.chholak@ctb.upm.es, fatemeh.tabari@estudiante.uam.es,
D<lalexander.pisarchik@ctb.upm.es
Received 10.07.2021, accepted 01.08.2021, published 31.01.2022

Abstract. The ability to name trivial everyday objects is a key cognitive function that is tested after head injuries or brain
surgeries. Although quite a lot of long-standing knowledge on this topic has accumulated over the past few decades and
many theoretical models have been created, the underlying neural substrate and brain functioning are still not fully aligned.
As far as we know, there have been no studies on this topic using magnetoencephalography (MEG), which allows recording
electrophysiological activity with a high temporal resolution. Therefore, to study the underlying spatio-temporal brain
activations during the sensory and semantic processing of object naming, we conducted MEG experiments with 15 subjects
grouped into three equal-sized groups with different types of language training and skills. Using boundary element methods
for modelling cortical surfaces and dynamic statistical parametric mapping to solve the inverse problem, we reconstructed the
cortical source activity from the recorded MEG data. The reconstructed cortical maps showed a homogeneous brain response
in all three groups at the sensory processing stage, while the responses between the three groups at the semantic processing
stage were different. In addition, average time courses were constructed for key brain regions such as the lateral occipital
cortex (LO), fusiform gyrus (FG), Broca’s area (BA), and Wernicke’s area (WA). The obtained results assume unimodal forms
for LO and WA time series, and bimodal forms for FG and BA. The only LO curve peak and the first FG peak resided in
the time interval for the sensory processing stage, whereas, the only WA peak, the second FG peak and the second BA peak
resided in the semantic processing stage. The first BA peak was located at the boundary separating the two stages. In addition
to segregating regions involved in sensory and semantic processing, this study confirmed the involvement of FG in object
naming (for the first time using MEG) that is at risk of resection during mesial temporal lobe epilepsy interventions. However,
the results from this work are preliminary due to the limited sample size, and future research with a larger cohort of subjects
are needed to verify/strengthen the findings of this study.
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Annomayus. Llens paboThI — UCCIIENOBATh MPOCTPAHCTBEHHO-BPEMEHHYIO aKTUBHOCTh MO3Ta, BBI3BIBAEMYIO CEHCOPHBIMU 1
CEeMaHTHYECKIMH IIPOIIECCaMH BO BpeMsI IMEHOBAHMS 00BEKTOB. J{JI 9TOro OBLIM MPOBEIEHBI SKCIIEPUMEHTHI II0 MarHATORH-
nedanorpaduu (MIT') ¢ naTHagnaThi0 CyOBEKTaMH, KOTOPbIe OBLIN IOZSNICHB! HA TPH PaBHBIE N0 Pa3Mepy TPYIIIBI C pa3HBIMU
TUTIAMH S3BIKOBOH MOATOTOBKH M HABBIKOB. Memoosl u pesyrbmamaul. AHANN3 3aMCcaHHBIX MOI'-IaHHBIX ¢ IPUMEHEHHEM
MeTOa TPAaHUYHBIX 3JIEMEHTOB JUII MOAEIMPOBAHUS KOPKOBBIX IOBEPXHOCTEH, a TaKKe HCHONB30BAHHE THHAMHYECKOTO
CTaTUCTHYECKOTO ITapaMeTPUIECKOTO OTOOPaXKEHH s ISl pELICHUs] 00OpaTHOIT 3a/1a4y, MO3BOJIMIN PEKOHCTPYUPOBATh aKTHBHOCTh
KOPTHUKAJIbHOI'O MCTOYHUKA. BoccraHoBiieHHBIC KOPKOBBIC KapThl IMOKa3aJIu OﬂHOpoﬂHblﬁ OTBET MO3ra BO BCEX TPEX IpyIlnax Ha
CTaJl CEHCOPHOI 00pabOTKH, B TO BpeMs KaK OTBETHI MEXAY TpeMs IpyIIaMHi Ha CTaIiH CEMaHTHYECKOH 00paboTKH ObLIH
pasHbMu. Kpome Toro, ObIIM ITOCTPOEHBI CPEeIHIE BPEMEHHbIE KyPChI IS KIIFOUEBBIX 00JacTel MO3ra, TaKUX Kak JaTepabHast
3arputouHas kopa (LO), BeperenooOpasnas u3swinHa (FG), odnacts Bpoka (BA) u o6nacte Bepuuke (WA). [TonydeHnnsie
Ppe3ynbTaThl IPUHUIMAIOT YHUMOJAIbHBEIE GOPMBI A7 BpeMeHHBIX paaoB LO u WA u 6umonansueie Gopmel a1 FG u BA.
EnuncTBenHbIi muk kpuBoit LO u nmepsrlit muk FG HaxomsaTcss BO BpeMEHHOM HHTEpBaje CTAJWH CEHCOPHOW 00paboTKH,
TOTJa KaKk eIUHCTBeHHBIH Nk WA, Bropoii muk FG u Bropoit muk BA — Ha cragun cemanTudeckoi o6pabotku. [lepBsrit
nuk BA pacnonoxeH Ha rpaHuiie, pasaeisiomel 1Be cTaauu. B AomoiHeHne K pas3aeneHuio o0iacTed, y4acTBYIOIIUX B
CEHCOPHOIT 1 CeMaHTHUYECKO 00paboTKe, Hallle HCClIeOBaHUE MOATBepANIO yyacTue FG B nMeHOBaHMH 00BEKTOB (BIIEPBEIC
¢ ucnonp3oBanueM MOI), KOTOpbIe OABEPKEHBI PUCKY PE3EKIUH BO BpeMs BMEIIATENILCTB MPU ME3HaTbHONW BHCOUHOI
snmnencuu. 3axniouenue. CiocOOHOCTb Ha3bIBaTh TPUBUAJIBHBIC TOBCEAHEBHBIE MPEIMETHI SIBIISETCS KIIIOYEBOI KOTHUTUBHON
(dyHKIMEH, KoTopasi TECTUPYETCS MOCIE TPaBM TOJIOBBI MIIM OTIEpaIiii Ha TOJIOBHOM Mo3re. IlomydeHo HOBOe MOHMMaHHE MeXa-
HHU3MOB CKPHITOTO HaMEHOBAHMS KapTUHOK M MX HeHpoHaIbpHOTO cyOcTpara. Pesymbrarsl paboThl MOMYEPKUBAIOT BaXKHOCTH
BepeTeHO00pa3HON M3BUIIMHBI, KOTOpas MOJBEP)KEHA PUCKY PE3EKLIUH NP Me3UaIbHOH BUCOUYHOHN smmternicun. OJHAKO MOHBII
MEXaHHU3M 3Tala CeMaHTU4YeCKOH 00paboTKHU sABJIIETCS OoJiee CIOXKHBIM U TpedyeT 1opaboTku. [1o-BuaMMOMYy, CyIIECTBYIOT
JIByHAIIpaBICHHBIE CBSI3M MEXIY TPeX(OKaIbHOH CeThIo, 00pa30BaHHON BEpETEHOOOPAa3HON M3BIIMHOM, 00nacTeio bpoka n
obnacTeio BepHuKe, U MX IPUYUHHO-CIIEICTBEHHEIE CBS3M HEOOXOIMMO HCCIIEIOBATh B OyIyIleM, KaK U CBSI3U 3TOU CETH C
BHyTpHIapueTaibHON 6oposoii. CienyeT Takke pa3paboTaTh HaJEKHBIH METOM ONpPEIeNICHHS [THKOB BBI3BAHHBIX OTKJIMKOB.

Knrwuegvie cnoea: marantosnuedanorpadus (MOI), HaumeHOBaHHE H300paKEHUI, paclio3HaBaHNE OOBEKTOB, KOTHUTHBHAS
HeWpoOHOIIOoTHus, BU3yallbHOE BOCHPHSTHE.

Bnazooapnocmu. Oto vccienoBanue O0buIo nojiepxano Ilopryranbckum (OHIOM HayKH M TeXHUKH U IlopTyranbckum
MuHHCTEPCTBO HayKH, TeXHONIOrui u Biciiero oopasosanus (UID/PS1/01662/2019), yepe3 Hanmonanbsubie ¢pouasl (PIDDAC).
AHanu3 TaHHBIX OBLT IPOBEJEH HpH mojepxke Poccuiickoro HayqHoro gonaa, rpant Ne 19-12-00050. ABTOpHI BEIpaXKaroT
NpU3HATEIBHOCTh A0KTOpY Anpuane Cammaiio u Enene I'apaiizaban XaiiHie 3a UX pojb B MPOBEJCHUH JKCIIEPUMEHTOB,
TUIOZI0OTBOPHBIE MPEUIOKEHUS ¥ (YHMHAHCOBYIO MOAAEPKKY. MBI Takke xotenu 61 mobnarogaputs Onyapno Jlomeca-Kaneny n
Ansbepto [Ix. ToHcaneca-Buibspa 3a MxX IOMOIIB U TOJJIEPKKY B cOope TaHHBIX. HakoHem, MbI Gl1aromapuM y4acTBYIOIIHX
netelt u ux poputenei, a raxxe Koponesckuil komtenx Jla Mopanexa, I'actunre Illkona Manpuna u C.E.LP. IIpuncunu ne
AcTypusi, KOTOpBIE TTIOMOTIIH CO cOOPOM JaHHBIX U OKa3aJH HEOIEHUMYIO TIOMOIIb U TOJJIEPKKY.
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Introduction

Accessing semantic memory can be defined as recollecting the meaning of a noun, generalisable
to any context [1,2]. Numerous neuropsychological studies support the role of ventral temporal cortex in
semantic memory [3,4], including ones based on electrical cortical stimulation [5, 6], positron emission
tomography (PET) [7-11], magnetoencephalography (MEG) [12] and intracranial event-related potential
(ERP) [13,14]. These studies span the entire ventral temporal cortex, from the temporal pole and through
the fusiform gyrus (FG). It is noteworthy that in a number of reviews, these brain areas are completely
ignored, and the semantic function is assigned exclusively to the lateral temporal regions [15-18].
However, a recent study by Forseth et al. [19] convincingly argues that semantic memory is located in
the FG, which previously has also been referred to as the basal temporal language area [5, 6].

A popular paradigm for studying semantic memory is picture-naming, which includes an auditory
or visual description of an object, followed by the naming of that object by the participant [19,20].
The naming can either be overt when the subject speaks the name out loud, or it can be covert, which
means that the subject mentally rehearses saying the name but does not actually say it.

Cognition in the picture-naming task can be divided into three stages, gradually progressing with a
clear functional specialization [21]: (1) sensory processing, (2) semantic processing, and (3) articulation.
These stages were distinguished in a recent electrocorticography (ECoG) study using spatiotemporal
broadband gamma activity (BGA) patterns [19]. The researchers found that the place and timing of
sensory processing depends on the sensory modality used to describe the object to be named. In the
case of visual picture-naming, it was localized in the lateral occipital (LO) cortex. Activation spreads
forward along two hierarchical visual processing streams from the early visual cortex [22,23]: (I) Ventral
stream — caudal to rostral FG and (II) Dorsal stream — occipital pole to the intraparietal sulcus (IPS).

After the sensory processing stage, both auditory and visual naming experiments demonstrate
concurrent activity in FG, IPS, inferior frontal gyrus (IFG), and supplementary motor area (SMA) in
contrast to the presentation of nonsensical stimuli [19]. The activity in the SMA is accompanied by
sensorimotor activations corresponding to the articulation unlike other three regions that precede any
such sensorimotor activity. Therefore, the neural substrate of semantic processing can be reduced to a
three-locus brain network comprising of FG, IPS and IFG.

It is generally accepted that IFG is involved in semantic selection and phonological processing
[24-26] segregated along an anterior-posterior axis [27,28]. The anterior pars triangularis (Brodmann
region 45) performs top-down control of the semantic network, possibly with feed-forward and feedback
information encoded in distinct frequency bands [29,30]. At the same time, the posterior pars opercularis
(Brodmann area 44) controls the language production aspects. These two areas together form the Broca’s
area (BA), widely recognised as a critical component for speech production [31,32]. Although the exact
nature of speech production is not yet known, there is some evidence that BA coordinates the activity
of the cerebral cortex to convert information into motor codes of the cortex to produce words [33].
In fact, BA acts as an interface between the lexical-semantic and articulatory networks. Direct cortical
stimulation of this area results in a modality-independent naming deficit, i.e. inability to the name the
object described either visually or auditorily [19].

It should be noted that FG and IPS are critical for semantic encoding. The study by Forseth
et al. [19] showed lesser overlap of the heteromodal semantic network in IPS than in FG, probably
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because the task was focused on common object-naming rather than action-naming, which can involve
more parietal regions [34-36]. Whereas, direct cortical stimulation of the FG leads to speech arrest [6].
Atrophy and hypometabolism in the anterior FG has also been documented in patients with semantic
dementia [37,38].

Another brain region relevant here is the Wernicke’s area that has been designated diverse roles
in different language studies. In particular, it has been considered a secondary region engaged with IFG
in semantic control [28,39], a central site for semantic representation [18], or a lexical interface [26].
In the recent review of the area by Binder [40], he discussed the variability in its localisation across
subjects and studies, and generalised its location to Brodmann areas 22 (posterior superior temporal
gyrus or pSTG) and 40 (supramarginal gyrus) that surround the left posterior sylvian fissure. However,
the functional definition of the area can lead to its localisation virtually anywhere in the temporal cortex.
For instance, it was localised to the posterior middle temporal gyrus (pMTQ) in the work of Forseth et
al. [19]. Therefore, for the purposes of our research that closely matches the study of Forseth et al. [19],
we will use Brodmann area 22 which is adjacent to the pMTG as the Wernicke’s area.

As mentioned above, the involvement of the ventral temporal lobe is disputed, and further
investigation is needed to confirm and characterize its role. This region is especially at risk during
surgical resections for mesial temporal lobe epilepsy [19]. Curiously, minimally invasive approaches such
as laser interstitial thermal ablation, which generally spare the FG, show a reduction in post-operational
deficits such as object naming, further highlighting the role of FG in semantic processing [41,42].
Further, the individual roles of each of the studied areas and their coordinated activity are not completely
understood and require further investigation. Therefore, the goal of this study is to reveal the spatio-
temporal activation patterns from the lenses of MEG in performing the covert picture-naming of common
objects and thus, to understand the likely roles of the involved language processing areas such as IFG
(Broca’s area), FG, pSTG (Wernicke’s area), and LO. In the process, we also validate the involvement
of ventral temporal regions such as FG.

In order to segregate the stages of sensory processing and semantic processing, we designed the
experiment in a foreign language with subjects divided in different groups of equal sizes based on their
language proficiencies and mode of language schooling. We expected sensory processing stage to be
homogeneous among the three groups and the semantic processing stage to be heterogeneous.

1. Materials and methods

Our study involved fifteen children who speak English as a second language. All participants
were right-handed with no history of neurological or cognitive impairment. Right-handedness or left-
hemispheric language dominance was validated using Edinburgh Handedness Inventory [43]. Their
English proficiency scores were tested using the Oxford Quick Placement Test which can have a
maximum score of 60.

The participants were divided into three group (/N = 5 subjects in each group) based on their
mode of language schooling. Group-1 is formed by children who were taught English as a Foreign
Language (EFL) for at least 5 hours/week. These students have the lowest proficiencies, but not so
low as to lose comparability (score 41.00 =+ 2.07). Group-2 includes children belonging to Content and
Language Integrated Learning (CLIL) system with intermediate levels of English proficiency (score
46.40 % 2.59). Essentially, CLIL involves teaching certain subjects such as natural sciences, social
sciences, and arts and crafts in a foreign language such as English. These students receive a weekly
English training of at least 11 hours/week including EFL and the other aforementioned subjects. Finally,
Group-3 is formed by highly-proficient children (score 55.00 4= 1.46) that belong to the immersion
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teaching program [44] taught in two British schools of Madrid, Spain. Herein, all courses are taught
in English, except social studies and Spanish language, for at least 25 hours/week. No significant
differences in non-verbal intelligence were found between the groups as per the Raven’s SPM 60-item
test. One of the subjects from Group-3 (Subject-7) was later excluded from analysis due to highly
noisy data.

All participants resided in Madrid, Spain. The mean ages of children in Groups-1 and 2 were 11.4
years and was 12.0 years in Group-3. The age difference is due to the heterogeneous classification of
grades in different schools, i.e., the 5th grade of one school is equivalent to the 6th grade of another
school. The gender distribution in each group was roughly balanced (3, 2, and 3 females out of 5 subjects
in Groups-1, 2, and 3, respectively).

The experiments were carried out between 2015 and 2018, and approved by the local Ethics
Committee. Written informed consents were obtained from the parents of all children who voluntarily
participated in this study. All analyses were carried out using MNE-Python 0.22.0 [45], except for the
statistical analysis which was carried out in MATLAB R2019a.

1.1. Stimuli and task. During the data acquisition, the participants completed a covert visual
picture-naming task to avoid muscle contamination artifacts. The task consisted of 120 trials divided
into two blocks of 60 images each, presented in a pseudo-random order in which the participants were
asked to mentally rehearse naming the object shown in a picture, e.g., “bat” or “tree”. The stimulus
images were presented for 3000 ms, followed by a blank screen for a variable duration of 1700-2300 ms.
Therefore, each trial lasted for approximately 5 seconds and the total experiment duration was close to
12 minutes. The stimuli were selected from a set of pre-normalised description naming cues, MultiPic
databank (https://www.bcbl.eu/databases/multipic), and presented using Psychopy software [46].

1.2. MEG recording and preprocessing. Brain activity was recorded with the Elekta Neuromag®
(Elekta AB, Stockholm, Sweden) magnetoencaphalography (MEG) whole-head scanner (102 magneto-
meters and 204 planar gradiometers) inside a magnetically shielded room (VacuumSchmelze GmbH,
Hanau, Germany) at the Center for Biomedical Technology, Universidad Politécnica de Madrid, Spain.
The participants sat comfortably 135 cm from a translucent screen onto which the stimuli were projected.
Their legs were extended, and their hands were either on their knees or on an armrest in front of them.
Digital models of the head shape of each subject were determined prior to the MEG recording using
a digitizer (3D Space Fast-Track, Polhemus, Colchester, VT, USA) that were co-registered with three
anatomical reference points (nasion, left and right preauricular). Channels with poor signal quality were
manually removed from consideration after visual inspection for artifacts, and a temporal Signal-Space
Separation (tSSS) filter was applied for artifact removal using MaxFilter software (v2.2). The length of
raw data buffer was changed from the default value of 4 to 10 seconds for more efficient suppression of
internal interference, while the subspace correlation limit was set as 0.98. The signals from the removed
noisy channels were replaced with the weighted average signals of the neighbouring channels depending
on their respective distances. The head position relative to the MEG scanner was continuously monitored
using four head position indicator (HPI) coils placed around the head.

Vertical electrooculogram and electrocardiogram activity were also recorded using dedicated
channels for subsequent correction of artifacts from eye blinking and cardiac activity. The sampling rate
was 1000 Hz, and an online anti-aliasing bandpass filter was implemented in the range 0.1-330 Hz. The
recorded data were converted and stored in the Brain Imaging Data Structure (BIDS) format [47].

While analysing the raw data, we identified the time instants of stimulus presentation from the
events log generated using a parallel port channel connecting the stimulus presenting computer to the
MEG recording computer. Due to an inherent 56-ms average delay of the graphic card, the actual
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stimulus appeared on the screen after this specified delay for logged events. Therefore, we adjusted this
delay in all subsequent analysis.

Due to technical errors, it was impossible to record electrocardiographic (ECG) activity of
Subjects 7-15. In addition, both ECG and electrooculography (EOG) were not recorded for Subject 5.
As a result, we applied subspace-projection (SSP) correction only for eye blinks in all subjects except
Subject 5 for whom no artefact removal was performed. After artifact removal, the raw data were
processed using a 1-20 Hz bandpass filter with zero-lag finite impulse response (FIR) and Hamming
windowing.

N = 120 trials (=500 to 1000 ms) corresponding to the total number of presented images were
generated for each subject. Then, the baseline was adjusted using data from —500 ms to 0 ms in
each trial. Due to technical problems, the total number of trials were less than 120 for some subjects.
The number of images shown to each subject are presented in Table 1.

Table 1. Total number of pictures shown

Subject 1 2 3 4 5 6 7 8|1 9 |10 11|12 |13 |14 |15
Group 2 3 1 1 1 2 3 3 312123 1 1 2
Pictures | 120 | 120 | 120 | 120 | 120 | 120 | 111 | 98 | 82 | 89 | 85 | 87 | 87 | 89 | 83

The time series of NV trials were time locked to the image presentation moment and they were
averaged for each subject to produce event-related fields (ERF).

1.3. Source reconstruction. The standard default anatomy from FreeSurfer [48] was warped to
match the digitized head points recorded with the Polhemus Fastrak device. The surface-based source
space was tuned using recursively subdivided octahedron spacing, and then a geometric brain model was
created using the boundary element method (BEM). The surface was downsampled to 5120 points, and
a single layer model with a conductivity of 0.33 S/m was used. Finally, the BEM solution was created
using a linear collocation approach. Using the BEM model and source space, a direct solution was
generated, which was essentially a transformation of the source space activity to the recorded channel
space activity based on the head geometry and conductivity, also known as forward model. The source
orientations were based on the brain surface. Additionally, the elements of the forward model matrix
were scaled using predetermined factors to account for the differences in magnetometer and gradiometer
recordings of the same cortical activity.

To compute the inverse solution, we needed, in addition to the forward model, a noise covariance
matrix, which was obtained by calculating the sample coherence from the baseline period of each
epoch, i.e., from —500 to 0 ms. Thus, noise covariance matrix was calculated from individual epochs
without averaging. The inverse operator was then assembled with a strong emphasis on radial activity.
The source variances of tangential dipole components were weighted by a factor of 0.2 to ensure the
indicated emphasis to radial activity. Additionally, since deeper brain sources have significantly less
influence on recorded data than cortical activity that is closer to the surface, the forward model was
normalised using exponential depth-weighting with an exponent of 0.8.

The inverse problem is an ill-posed problem in that it has infinite solutions as the degrees of
freedom (number of modelled brain sources) far exceed the number of constraints (number of channels).
Thus, the excessive degrees of freedom are handled using regularisers based on some assumed priors
regarding the solution. Three widely popular approaches to solve the inverse problem respectively aim
for solutions with minimum norm, minimum variance, or fitting a small number of equivalent current
dipoles in the brain. Here, we used the dynamic statistical parametric mapping (dSPM) technique [49]
which is a minimum variance method with the regularisation parameter set to the default value of
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(1/3)2 = 0.111. At each source location, the source activity was estimated as the vector norm of all
tangential and radial source activities.

Thus, we obtained an inverse solution showing the estimated average brain source activity
underlying the recorded MEG data upon stimuli presentation. The activity of cerebral cortex could then
be observed in an interactive figure, showing different images at different times.

1.4. Evoked responses in regions of interest. From the ERFs in the channel space, we estimated
the evoked response in the source space using the inverse operator and smoothened the time courses
using the Savitzky—Golay filter with 251-ms window size and polynomial order 3 as in the work done
by Forseth et al. [19].

To find a representative time course of the brain sources located in regions such as LO, FG, BA
and WA, we used the first right singular vectors after applying singular value decomposition to all the
time courses in the regions of interest. These signals were then scaled to match the average per-vertex
power in the corresponding region of interest. First, the dominant source orientations in each region
were determined, and then a sign flip was applied to all sources, the directions of whom were opposite
to the dominant one.

In addition, we averaged the ERF for subjects belonging to the three groups, and a global average
ERF for all subjects was also calculated. A weighted average was used considering the total number of
trials for each subject according to Table 1 in order to account for the inter-subject variability in total
number of trials. We used Desikan—Killany atlas to mark the LO and the FG, and Brodmann atlas to
mark the BA and the WA.

1.4.1. Statistical analysis. The most prominent local peaks in the evoked responses were
evaluated after setting a minimum prominence level of 5% peak-to-peak amplitude for a peak to be
identified. The average amplitudes and latencies of these peaks were then independently studied. The
number of samples in each group were 5 except in Group-3 which had 4 samples after dropping
Subject-7. The significance level a was kept to be 0.05. The differences between the average peak
amplitudes and latencies of all the groups in pairs of two were checked for statistical significance via a
post-hoc power analysis. The standard deviation was estimated using the pooled standard deviation (o,)
approach over any two groups, Group-¢ and Group-j, such that

(ni — 1)o7 + (n; — 1)o7
Gp a n; + n; — 2 '

The sample size was kept to be 5 for comparisons between Group-1 and 2, whereas it was
conservatively kept as 4 in the other two cases involving Group-3.

2. Results

2.1. Cortical activation maps. Cortical activation maps obtained from source localisation were
time-averaged in the intervals: 0-250 and 250-750 ms post-stimulus onset to capture the prominently
active regions in the sensory and semantic processing stages, respectively. The respective average
cortical maps for all the three groups are shown in Figs. 1, 2, and 3.

During the first 250 ms or the sensory processing stage, the cortical maps are similar for all
three groups; visual inspection shows activations in lateral occipital cortex (LO), intraparietal sulcus
(IPS), fusiform gyrus (FG), precuneus, and lingual gyrus. Over the next period from 250-750 ms or the
semantic processing stage, the activation maps intensify and spread forward. All groups show activations
in LO, Wernicke’s area (WA), Broca’s area (BA), FG, IPS, superior temporal sulcus (STS), hippocampal
gyrus, and precuneus. Simple eyeballing suggests that in contrast to Group-2, BA is more strongly
activated in Group-1, while in Group-3 the activity is partial.
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Fig. 3. dSPM cortical maps for Group-3 averaged over 0-250 ms (LEFT) and 250-750 ms (RIGHT) (color online)
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Fig. 4. dSPM cortical maps for all subjects averaged over 0-250 ms (LEFT) and 250-750 ms (RIGHT) (color online)

The cortical maps of the two stages averaged over all participants are shown in Fig. 4. An
interesting observation is that activity from the early visual cortex is seen spreading forward ventrally
from caudal to rostral FG, and dorsally from the occipital pole to the IPS, as was expected from the
discussion in Introduction. Additionally, we also see a migration of activity from the cuneus and lingual
gyrus towards the anterior cingulate and hippocampal gyrus.

2.2. Average source time-courses in regions of interest. We then estimated the intra-group
average of the source time-courses corresponding to the four regions of interest. The evoked responses in
LO, BA, WA, and FG for Groups 1, 2, and 3 are shown in Figs. 5, a, b and ¢, respectively. The vertical
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Fig. 5. Evoked response inregions of interest for (@) Group-1,
(b) Group-2, and (¢) Group-3. The vertical and horizontal
error bars represent the standard deviations of the peak
amplitudes and latencies among the considered group of
subjects. The location of the error bars correspond to the
mean peak amplitudes and latencies (color online)

Yxonax I1., Tabapu @., Iucapuux A. H.
W3Bectus By3os. [TH/I, 2022, 1. 30, Ne 1



and horizontal error bar magnitudes are double the standard deviations of the peak amplitudes and
latencies, respectively. Each error bar is located at the coordinates corresponding to the mean amplitude
and latency of the most prominent peak of the evoked response curve it corresponds to.

2.2.1. Power analysis of region-wise peak latencies. A common feature for all three groups is
that the LO and FG are activated first, followed by WA and BA. Particularly, the region-wise mean
latencies in all three groups are as shown in Table 2. However, this promptness of LO wasn’t found
to be statistically significant in most subjects. As shown in Table 3, only Group-2 showed significant
promptness of LO in comparison to the other 3 brain areas. Further, we note from both Fig. 5 (eyeballing)
and Table 3 (power analysis) that the responses from the four regions were most distinctive in Group-2,
followed by Group-3 and then by Group-1. Due to high inter-subject variability and lack of a sharp
unimodal LO response in individual subjects, the prominent LO peak is not correctly identified and
hence, the LO promptness is not statistically significant.

Table 2. Region-wise mean latencies (ms)

ROI LO | WA | BA | FG
Group-1 276 | 320 | 347 | 332
Group-2 187 | 345 | 470 | 326
Group-3 334 | 391 | 401 | 241

All subjects | 261 | 348 | 405 | 305

Table 3. Power analysis of region-wise mean latency differences. Percentage power
denoting statistical significance of differences in mean latencies of each region

Group-1 Group-2
% | LO| WA BA FG % | LO| WA BA FG
LO | — | 14.02 | 48.24 | 37.41 LO | — | 86.92 | 100.00 | 90.86
WA | — - 9.79 | 6.92 WA | — — 63.21 8.62
BA | — — — 9.50 BA | — — — 84.72
FG | — — — — FG | — — — —

Group-3

% | LO | WA BA FG

LO | — | 13.24 | 14.83 | 22.65

WA | — — 6.20 | 51.86

BA | — — — 52.61

FG | — — — —

One can see that the delay in WA and BA peaks was most pronounced, although insignificantly, in
Group-2 (P = 63.21%) as opposed to the delays in Group-1 (P = 9.79%) and Group 3 (P = 6.20%).
In both Group-1 and 2, we see that BA has a bimodal response and the second peak is consistently
identified as the prominent peak, whereas WA seemingly has a unimodal response and the prominent
peak is identified in the vicinity of its peak. On the other hand, the definition of the peaks is less
clearer in Group-3. Although, manual inspection of Fig. 5 suggests that the WA and BA responses of
Group-3 have drifted to the right in comparison to Group-2, the prominent peaks still remain in the
centre. Thus, even though we observe WA and BA responses to be occurring later than the first FG peak
in Group-3, the differences were not significant (WA: P = 51.86%; BA: P = 52.61%). Whereas in
Group-2, significant promptness of FG was only observed versus BA (P = 84.72%). All three groups
showed bimodal FG responses. It is interesting to see that the identified prominent peaks are different in
the three groups. In Group-1, the second FG peak has a higher amplitude more commonly and therefore,
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the identified prominent peak is the second FG peak which belongs to the semantic processing stage.
Whereas in Group-3, the amplitudes of the first peak are generally higher and therefore, the first peak is
identified as the prominent peak which belongs to the sensory processing stage. Since the amplitudes
of the two FG peaks are much closer in Group-2, the prominent peak is localised somewhere in the
middle of the two peaks. Nonetheless, we still see significant delay between the BA response and the
intermediate FG peak in Group-2 (P = 84.72%). Group-1 showed no such significant delay between
the FG response, and the WA (P = 6.92%) and the BA (P = 9.50%) response as the second FG peak
is supposed to concur WA and BA peaks during the semantic processing stage.

2.2.2. Power analysis of region-wise peak amplitudes. The region-wise mean amplitudes of
the most prominent peaks in each group are tabulated in Table 4. Their differences too were inspected
for statistical significance and the results of the corresponding power analysis are shown in Table 5.
The amplitudes were more distinguishable in Group-1 and 2 than in Group-3. The LO responses were
generally the highest except in Group-1 where the BA response was insignificantly higher (P = 22.35%).
In both Group-1 and 2, the FG response was the lowest and there was significant difference between the
FG and the LO peaks for both (Group-1: P = 83.51%; Group-2: P = 93.02%). Taking FG as a datum
in both, we notice some interesting behaviour in the two groups. In Group-1, BA response was higher
than the lowest response among all regions, i.e. the FG response, although the difference in amplitudes
was not significant (P = 60.31%). On the other hand, in the same group, the WA response was even
closer to the FG response leading to an even more insignificant difference (P = 19.46%). Whereas in
Group-2, we see such an amplified-but-insignificantly-higher response for WA (P = 51.27%) which is
greater than the BA response (P = 7.49%). In fact, the BA response in Group-2 is that low so as to be
significantly lower than the highest region-wise response, i.c., the LO response (P = 82.50%). This
trend of downplayed BA response was also seen in Group-3, although insignificantly (P = 27.49%).

Table 4. Region-wise mean peak amplitudes (dSPM)

ROI LO WA BA FG
Group-1 3.6386 | 3.1479 | 4.2803 | 2.8939
Group-2 4.2751 | 3.9990 | 3.4174 | 3.3312
Group-3 3.5382 | 3.0951 | 3.2109 | 3.2990
All subjects | 3.8340 | 3.4314 | 3.6868 | 3.1573

Table 5. Power analysis of region-wise mean peak amplitude differences.
Percentage power denoting statistical significance of differences in mean
peak amplitudes of each region

Group-1 Group-2
% | LO | WA BA FG % | LO | WA BA FG
LO | — | 40.93 | 22.35 | 83.51 LO | — | 25.23 | 82.50 | 93.02
WA | — — 44.49 | 19.46 WA | — — 39.64 | 51.27
BA | — — — 60.31 BA | — — — 7.49
FG | — — — — FG | — — — —

Group-3

% | LO| WA BA FG

LO | — | 2681|2749 | 13.34

WA | — — 8.78 | 10.60

BA | — — - 7.56

FG | — — — —
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Figure 6 shows the evoked responses in 50 All

the regions of interest averaged over all subjects. | —o
. o . . r —\vvernicke |
For LO and WA, there are single distinguishable 43 —Broca
4.0+ —Fusiform ||

peaks. Whereas for BA and FG, there are two
peaks. Even though the prominent LO peak is 3.5
placed slightly to the right of the peak in the 733.0 L
LO curve, the latency analysis showed that the 25t
LO response was earlier than the second peak of 4

the BA response (P = 99.69%). Whereas, the 20r
difference between the latencies of the LO peak L3¢
and the WA peak was high but not significant 1.0¢
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localised in the middle of the two FG peaks -300 0 Time (ms) 500 1000
was not significantly far in time from either Fig. 6. Evoked response in regions of interest for all
the LO peak (P = 40.66%) or the WA peak  subjects (color online)

(P = 31.59%). However, the intermediate FG prominent peak was still much earlier than the second
BA peak (P = 93.92%).

In sum, we saw the only LO peak concurring with the first FG peak roughly near 200 ms (sensory
processing stage), wherein the LO peak was higher than the FG peak. This was followed by two BA
peaks, the second FG peak and the only WA peak. The second peaks of FG and BA, and the WA peak
concurred roughly near 350 ms (semantic processing stage) with insignificant delays between them.
Although, lacking statistical backing, the followed order of peaks was: 1) WA peak, 2) second FG peak,
and 3) second BA peak. The prominent peak in BA was never the first BA peak in any group and hence,
it was never selected by our peak characterising algorithm. Therefore, it is difficult to comment whether
the first BA peak fell in the sensory or semantic processing stage. All notable activity in all regions
of interest lasted roughly between 0-750 ms. BA response was unusually high in Group-1 and WA
response was unusually high in Group-2.

Table 6. Region-wise power analysis of mean differences of latencies and peak
amplitudes over all subjects

Peak latencies Peak amplitudes
% | LO | WA BA FG % | LO | WA BA FG
LO | — | 73.86 | 99.69 | 40.66 LO | — | 67.05| 13.52 | 98.99
WA | — — 4421 | 31.59 WA | — — 21.65 | 37.12
BA | — — — 93.92 BA | — — — 58.99
FG | — - - — FG | — — — -

2.3. Average source time-courses in subject groups. Figure 7 shows the evoked responses of
each region of interest separately averaged over all subjects of a selected group.

2.3.1. Power analysis of group-wise peak latencies and amplitudes in LO. In Fig. 7, a we
notice that all three groups exhibit nearly unimodal LO activity. In particular, the average latencies for
Group-1, 2 and 3 were 276, 187 and 334 ms, respectively. The LO response in Group-2 was significantly
earlier than in Group-1 (P = 89.67%), whereas this difference did not reach significance in case of
Group-3 (P = 55.36%). However, it is easier to notice the failure of the prominent peak identification
again. The identified prominent LO peaks are shifted to the right in both Group-1 and 3 and correctly
positioned only in Group-2. One may notice from simple eyeballing that the first LO peaks in both
Group-1 and 3 are actually concurring with the correctly identified LO peak of Group-2. Moreover,
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Fig. 7. Evoked response in regions of interest for all three groups of subjects (color online)

Group-2 displayed a relatively higher LO peak than Group-1 (P = 86.92%) and 3 (P = 89.11%).
The mean amplitude of the LO response in Group-2 is very high because the response is well defined
and aligned which is evident from the narrow error bars in comparison to Group-1 and 3.

2.3.2. Power analysis of group-wise peak latencies and amplitudes in WA. Further, we
see higher-but-insignificant activation of WA (Fig. 7, b) in Group-2 than in Group-1 (P = 70.12%)
and Group-3 (P = 57.86%). Therefore, we again see an amplified WA response in Group-2. All
groups presented a unimodal waveform. All three groups had very similar mean latencies. Particularly,
Group-1, 2 and 3 had mean latencies of 320, 345 and 391 ms, respectively. The largest possible power
of difference in mean latencies among the three groups was between Group-1 and Group-3 and it was
found insignificant (P = 16.17%).

2.3.3. Power analysis of group-wise peak latencies and amplitudes in BA. From Fig. 7, c,
one can see that at least Group-1 and 2 show two prominent BA peaks. The first peak occurs at the
border of the sensory and semantic processing stage, while the second peak certainly appears in the
semantic processing stage, i.e., between 250-750 ms. The prominent peak latencies were again compared
for the three groups in BA and we found that the second BA peak in Group-1 was quite earlier than
in Group-2 (P = 89.66%). Group-3 response lacked a clear prominent peak and had an intermediate
mean latency of 388 ms which did not differ significantly from both Group-1 (P = 17.07%) and 2
(P = 23.35%). The Group-3 response was plateau-like and receded the last.
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2.3.4. Power analysis of group-wise peak latencies and amplitudes in FG. The evoked
response in FG (Fig. 7, d) has two prominent peaks in all three groups. As noted earlier, the second peak
is more prominent in Group-1, whereas the first peak is more prominent in Group-3. The highest peaks
of all three groups had similar amplitudes with a maximum difference between Group-1 and Group-2
having P = 36.36%. From Fig. 7, d, one can see that the difference lies in both the first and the second
FG peaks of Group-1 and 2 when taken together. Instead, the prominent peak analysis only allows us to
compare the second FG peak of Group-1 with the first FG peak of Group-3. Both FG peaks of Group-2
had similar amplitudes that did not differ much from the highest peaks in Group-1 and 3, as noted.

Table 7. Power analysis of group-wise mean latency differences. Percentage power denoting
statistical significance of differences in mean latencies of each group

LO WA
% Group-1 | Group-2 | Group-3 % Group-1 | Group-2 | Group-3
Group-1 — 89.67 16.22 Group-1 — 8.69 16.17
Group-2 — — 55.36 Group-2 — — 12.62
Group-3 — — — Group-3 — — —
BA FG
% Group-1 | Group-2 | Group-3 % Group-1 | Group-2 | Group-3
Group-1 — 86.60 17.07 Group-1 — 6.45 39.16
Group-2 — — 23.35 Group-2 — — 28.66
Group-3 — - — Group-3 — - —

Table 8. Power analysis of group-wise mean peak amplitude differences. Percentage power
denoting statistical significance of differences in mean peak amplitudes of each group

LO WA
% Group-1 | Group-2 | Group-3 % Group-1 | Group-2 | Group-3
Group-1 - 86.92 8.78 Group-1 — 70.12 6.28
Group-2 — — 89.11 Group-2 — — 57.86
Group-3 — — — Group-3 — — —
BA FG
% Group-1 | Group-2 | Group-3 % Group-1 | Group-2 | Group-3
Group-1 — 30.24 32.05 Group-1 — 36.36 24.79
Group-2 — — 12.07 Group-2 - — 5.71
Group-3 — — — Group-3 - — —

3. Discussion

ERF underlying covert naming of common objects presented in visual images were estimated for
three groups of subjects with different kinds of language schooling. The observed activity demonstrated
a serial response separated into different stages with distinguishable spatiotemporal activation patterns
and cognitive functions [21]. The first stage of sensory processing (0-250 ms post-stimulus onset)
occurred homogeneously over all groups in the same regions such as LO and FG and showed a similar
temporal activation in those regions. Our results are consistent with those of the heteromodal study
by Forseth et al. [19] in the 0-250 ms interval which also motivated the choice of the particular time
window to study sensory processing stage in our study.
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The brain region extending anteriorly and ventrally from the lateral occipital cortex to the posterior
temporal cortex responds strongly to visual stimuli containing objects that can be better identified than
to fuzzy shapes [50-54]. Studies based on event-related potentials on these regions of cerebral cortex
showed greater activation when observing identifiable objects compared to scrambled images [55-58].
The activated areas include parts of the LO, the ventral occipito-temporal area, the posterior and mid
FG, and the occipito-temporal sulcus and are collectively referred to as the lateral occipital complex
in an extensive review of functional magnetic resonance imaging (fMRI) research demonstrating the
leading role of this substrate in object recognition [20].

Therefore, we expect LO and FG to be equally active for all the three groups of subjects,
regardless of their language proficiency, at least at the moment corresponding to object recognition. At
later stages, corresponding to the object naming, we can see inconsistency between the groups.

The subsequently investigated response was in the range 250-750 ms after the stimulus first
appeared that corresponded to the semantic processing stage. As noted earlier, salient evoked responses
in all groups and regions of interest were only seen until 750 ms. Thus, we chose the leftover time
window after sensory processing stage to represent the semantic processing stage. Widespread activity
was observed in regions such as LO, BA (IFG), WA (pSTG), and FG. We found amplified response
of WA in Group-2 as compared to the other groups (Fig. 7, ), although it failed to reach acceptable
statistical power of 80%. Whereas in Group-1, BA response instead was unusually amplified (Fig. 1).
Thus, the stage of semantic processing was different for all three groups, since they differed in their
language training and proficiencies. We infer that the techniques employed by the brains of these
differently abled subjects were unique and depended upon their schooling. Other areas of noteworthy
cognitive activity were IPS, STS, precuneus, lingual and hippocampal gyrus.

It would be helpful to compare our results with the work by Forseth et al. [19], but unfortunately,
they did not define the semantic processing stage using the time axis corresponding to stimulus onset.
Instead, they defined the semantic processing stage ranging from —2000 to —1000 ms to articulation
onset. Since our experiments used covert naming instead of overt naming, we do not have the time
markers of articulation onset. In other words, a disadvantage of using the covert naming paradigm was
that we did not see a clearer definition of the state of "silent"articulation that would underlie the mental
speech of the selected word. Since there were virtually no words, we did not observe any activity in the
sensorimotor cortex or the SMA. Nevertheless, we did observe the cortical activations migrating from
the early visual cortex along the ventral and dorsal hierarchical streams [22,23] between the sensory
and semantic processing stages.

We then examined the temporal response of LO, FG, BA and WA in all three groups of subjects
(Fig. 5) and the global average across all subjects (Fig. 6). From the global average, we can see that
at the stage of sensory processing (0-250 ms), activation in the visual cortex should be expected,
corresponding to object recognition. The LO peak was the earliest to occur. The first FG peak during
this period hypothetically corresponds to the semantic memory access required to recognise the shown
object. These functions attributed to LO and FG should not be affected by their knowledge of the
articulation language but only of the language in which they can implicitly name an object. Between
the two BA peaks, we saw one WA peak and a second FG peak. The peak latencies for the identified
second BA peaks were significantly later than for LO. Although, the difference between the LO and
WA peak latencies was also nearly significantly. Especially, if we consider that the estimated LO peak is
shifted to the right of the LO peak in curve (Fig. 6). Since they occur in the time interval suggested for
semantic processing, we propose continuous coordinated activity between BA, WA, and FG aimed to
finding the correct word of the articulation language to name the displayed object. Based on the evoked
responses within the group, we observed that the LO and FG peak latencies in the early stage of sensory
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processing were the same for all three groups, while the peaks in BA, WA, and FG that belonged to the
later stage of semantic processing were delayed as proficiency improved (Fig. 5). Even in the inter-group
responses (Fig. 7), the peaks of the second stage were more lagging for groups with higher proficiency.
Furthermore, Group-1 had the earliest BA response among the three groups (Fig. 7, ¢). Perhaps this
is an indicator of how intermediate proficiency subjects spend their time choosing and pronouncing
words in contrast to low and high proficiency subjects that either can’t choose or don’t require longer to
choose, respectively.

Interestingly, the second FG peak was lower than first FG peak in Group 3, as opposed to
Groups 1 and 2. If we suppose that FG does represent lexical access once in the subject’s native
language during the sensory processing stage, then in the articulation language at the stage of semantic
processing, the appearance of lower second peak for Group 3 is reasonable, since the proficiency in
the articulation language is native-like. However, for Groups 1 and 2, the two peaks corresponding to
naming the object in the native and articulation languages, respectively, are either equally high or the
second peak is higher than the first, demonstrating more effort to name an object in a foreign language.
Moreover, the occurrence of semantic memory access during sensory processing also supports the idea
that the memories of the past guide the perception of the present.

Finally, activations of language-related areas such as BA (Fig. 7, ¢) and WA (Fig. 7, b) in Group-1
and 2 were higher than in Group-3. Phonological processing and word formation in a foreign language
will require additional effort, and this may be the reason why we see the highest BA response in Group 1
with the lowest proficiency and why it decreases as the proficiency increases. Group-2 may have a
better understanding of the phonological aspects, but struggles with word selection. Therefore, we see
the WA response in Group-2 is higher than in Group-1 and 3.

3.1. Limitations of the study and future directions. This study was admittedly limited in
its sample size and further work is needed to statistically back up the likely trends and mechanisms
proposed in this paper. The role of IPS was not explored in the same manner as the other studied areas
and can turn out to be the missing piece in describing how the FG, BA, and WA are communicating
during the semantic processing stage. Lastly, the method for identifying prominent peaks needs to be
developed in the future. The method works well for homogeneous unimodal responses or in cases of
multimodal responses where the peak of interest is always at a particular prominence ranking with
the other peaks. The method easily fails in cases where multiple peaks of similar prominence concur
and the resulting peak is located at the centre of those peaks. A possible direction could be to look at
projecting the individual evoked responses to a common average evoked response and extracting the
evoked response features from that projection.

The study was planned to have roughly the same number of male and female participants. However,
due to odd numbers of total participants and participants per group, it was not possible to have an exactly
balanced gender ratio. Moreover, due to the later exclusion of subject 7, the ratio was further skewed.
The used methods and analysis pipelines are publicly available at https://github.com/pchholak/picname
and can be readily used in other studies to ensure conformity of analysis methods.

Conclusions

We have conducted a series of MEG experiments based on the covert picture-naming task
with fourteen non-native English speakers, who made up three groups with different kinds of language
training and proficiencies. We found two stages of brain response, corresponding to sensory and semantic
processing, which differed in spatio-temporal cortical activation. The active regions found in our two-
stage response are consistent with the active regions found in other studies based on techniques such as
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fMRI, ECoG, and direct electrical stimulation. The sensory processing stage remained uniform across the
three differently proficient groups, whereas the semantic processing stage showed inconsistencies. A new
understanding of the mechanisms of covertly naming pictures and their neuronal substrate has been
obtained. The complete mechanism of the semantic processing stage seems to be much more complex
and requires further work. It seems that there are bidirectional connections between the three-focal
network formed by fusiform gyrus, Broca’s area, and Wernicke’s area, and their causal relationships
need to be investigated in the future. The connections of this network with the intraparietal sulcus also
need to be investigated. In addition, a robust method to identify evoked response peaks needs to be
developed in future. Finally, this work highlights the importance of fusiform gyrus, which is at risk of
resection in mesial temporal lobe epilepsies.
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