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1. INTRODUCTION. PROBLEM STATEMENT

In this paper, we consider the initial boundary value problem for the singularly perturbed parabolic equa-
tion, that differs from the classical singularly perturbed reaction–diffusion–advection equation (see [1, 2]) by
the presence of an additional nonlinear term containing the square of the gradient of the desired function (KPZ-
nonlinearities [3, 4]):

ε2
∂2u

∂x2
− ε

∂u

∂t
− ε2A(u, x)

(
∂u

∂x

)2

− f(u, x, ε) = 0, x ∈ (−1, 1), t ∈ (0, T ],

∂u

∂x
(−1, t, ε) = 0,

∂u

∂x
(1, t, ε) = 0, t ∈ [0, T ],

u(x, 0, ε) = uinit(x, ε), x ∈ [−1, 1], (1)

where ε ∈ (0, ε0] is the small parameter, ε > 0 is a given constant.
Traveling wave type solutions for quasilinear parabolic reaction–diffusion–advection equations are the subject

of intensive study (see extensive monographs [5, 6]). Attention to nonlinearities of the form A(u, x)
(
∂u
∂x

)2 is due
to both theoretical interest – the square is the limit of degree at which the Bernstein conditions on the growth of
the nonlinearity are satisfied (see, e.g., [7–9]), and important applications where such nonlinearities are used in
mathematical models, in particular, population dynamics models [10], in modeling free surface growth in polymer
theory [3, 4, 11], and many others. We note the work [12], in which exact solutions of the KPZ equation are con-
structed for several physically justified nonlinearities. However, it is assumed there that (u, x) = const f = f(x, t).
The principal difference of problem (1) is that we consider an equation, where the nonlinear terms depend ex-
plicitly on the coordinate and the desired function. In this paper, we propose an algorithm for constructing an
asymptotic approximation of the solution of the front view, with the velocity of motion being a function of the
coordinate.

Stationary solutions of problem (1) with boundary and inner layers are studied in [13, 14]. The boundary-layer
solutions of the Tikhonov-type system with KPZ-nonlinearities are studied in [15].

The paper is structured as follows. In (2), we construct an asymptotic approximation of the moving front
solution using the method of A. B. Vasilieva [16]. Note that since problem (1) is singularly perturbed, at ε = 0 the
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equation of problem (1) changes its type from parabolic to algebraic with three roots (see condition 2), two of them
describe stable equilibrium positions of the system and represent the regular part of the asymptotic approximation
of zero order of accuracy. However, the regular approximation does not allow us to describe a narrow region
with a large gradient, in which the solution passes from one stable level to another. To describe the solution in
this region and to harmonize the stable equilibrium positions among themselves, the so-called transition layer
functions are constructed. In this way, a formal asymptotic approximation of the solution in the whole region
under consideration is constructed. In (3), an algorithm for finding an asymptotic approximation of the front
position is given. In (4), we give a justification of the formal asymptotics and prove the existence and uniqueness
theorem using the asymptotic method of differential inequalities of N. N. Nefedov, that has shown its efficiency in
many singularly perturbed problems [16]. The obtained results are illustrated in Section 5 by an example, that can
be used to develop and verify new numerical methods for the considered class of problems (see [17]).

The results obtained in this paper develop the studies [1, 2], inwhich the frontmotion in the reaction–diffusion–
advection equation with weak advection and smooth or modular (discontinuous at some value of the desired func-
tion nonlinearities) sources was considered, and transfer them to a new class of singularly perturbed problems with
KPZ-nonlinearities. At the same time, as in [1, 2], the existence and uniqueness theorem of the solution having
in both cases the same form of the contrast structure of the step type [16] is proved.

In the problemdiscussed below, it is assumed that at the initialmoment of time the front is already formed. This
means that the function uinit(x, ε) has an internal transition layer in the neighborhood of some point x00 ∈ (−1, 1),
i.e., it is close to some root φ(−)(x) of the degenerate equation f(u, x, 0) = 0 to the left of the point x00 and to
the root φ(+)(x) to the right of this point. In the neighborhood of x00 there is a sharp transition from φ(−)(x) to
φ(+)(x).

We will assume that the following conditions are satisfied.
Condition 1. The functions A(u, x), f(u, x, ε) are sufficiently smooth in their areas of definition.
Condition 2. The derived equation f(u, x, 0) = 0 has exactly three solutions u = φ(±,0)(x), with φ(−)(x) <

φ(0)(x) < φ(+)(x), x ∈ [−1, 1], while the following inequalities are also valid

fu(φ
(±)(x), x, 0) > 0, fu(φ

(0)(x), x, 0) < 0, x ∈ [−1, 1].

2. CONSTRUCTION OF FORMAL ASYMPTOTICS OF THE SOLUTION

The asymptotics of the solution of problem (1) is constructed by the method of boundary functions separately
in each of the regions [−1, x̂]×[0, T ] and [x̂, 1]×[0, T ]with amoving boundary (see [16]) using the effectivemethod
developed in the scientific school of Professors A. B. Vasilieva, V. F. Butuzov, and N. N. Nefedov for constructing
the asymptotics of localization of the inner layer in the form of

U(x, ε) =

{
U (−)(x, t, ε), (x, t, ε) ∈ [−1, x̂]× [0, T ]× (0, ε0],

U (+)(x, t, ε), (x, t, ε) ∈ [x̂, 1]× [0, T ]× (0, ε0].

We will represent each of the functions U (±)(x, ε) as a sum of three summands:

U (±)(x, t, ε) = ū(±)(x, ε) +Q(±)(ξ, t, ε) +R(±)(η(±), ε),

where ū(±)(x, ε) = ū
(±)
0 (x) + εū

(±)
1 (x) + · · · is the regular part of the decomposition, functions Q(±)(ξ, t, ε) =

Q
(±)
0 (ξ, t, ε) + εQ

(±)
1 (ξ, t, ε) + · · · describe the behavior of the solution in the vicinity of the transition point

x̂(t, ε), ξ = x−x̂(t,ε)
ε is the transition layer variable: ξ ≤ 0 for functions with index (−) and ξ ≥ 0 for functions

with index (+); functions R(±)(η(±), ε) = R
(±)
0 (η(±)) + εR

(±)
1 (η(±)) + · · · describe the behavior of the solution

in the vicinity of the boundary points of the segment [−1, 1]; η(±) = x∓1
ε are stretched variables near the points

x = ±1, respectively. Since the functions R(±)
i (η(±)) are defined in a standard way (see, for example, [16]), we

omit the procedure of their construction. Note that these functions do not depend on the variable t and thus do
not participate in the description of the moving transition layer, and the functionsR(±)

0 (η(±)) = 0 by virtue of the
Neumann boundary conditions.
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The position of the inner transition layer is determined from the condition C1-combining the asymptotic rep-
resentations U (−)(x, t, ε) and U (+)(x, t, ε) at the transition point x̂(t, ε):

U (−)(x̂(t, ε), t, ε) = U (+)(x̂(t, ε), t, ε) = ϕ(0)(x̂(t, ε)), (2)

ε
∂

∂x
U (−)(x̂(t, ε), t, ε) = ε

∂

∂x
U (+)(x̂(t, ε), t, ε). (3)

We will look for the transition point x = x̂(t, ε) in the form of expansion by powers of the small parameter ε:

x̂(t, ε) = x0(t) + εx1(t) + · · · (4)

The coefficients of this expansion will be determined in the process of asymptotics construction.
The regular part of the asymptotics is determined after substituting the representation for the functions ū(±)(x, ε)

into the equation.

ε2
∂2ū(±)

∂x2
− ε2A(ū(±), x)

(
∂ū(±)

∂x

)2

− f(ū(±), x, ε) = 0.

In the standardway [16], we obtain the algebraic equations for determining the functions of the regular part ū(±)
k (x),

k = 0, 1, . . .
Taking into account condition 2, the regular zero-order functions are defined as

ū
(±)
0 (x) = ϕ(±)(x).

To shorten the record, we introduce the notations

f̄ (±)
u (x) := fu(ϕ

(±)(x), x, 0).

Functions ū(±)
k (x) at k = 1, 2, . . . are defined from equations

f̄ (±)
u (x)ū

(±)
k (x) = h̄

(±)
k (x),

where the functions h̄(±)
k (x) are known at each k-step and are expressed recurrently through the functions ū(±)

k (x)
with indices 0, 1, . . . , k − 1. The solvability of these equations follows from condition 2.

In order to obtain the equations satisfied by the transition layer functionsQ(±)
k (ξ, t, ε), let us rewrite the differen-

tial operator of the problem in the variables (ξ, t). Then the equations for the functionsQ(±)
k (ξ, t, ε), k = 0, 1, . . .,

are determined in the standard way [16] by equating the coefficients at the same degrees ε in both parts of the
equations:

∂2Q(±)

∂ξ2
+

∂x̂(t, ε)

∂t

∂Q(±)

∂ξ
+A

(
ū(±)

(
εξ + x̂(t, ε), ε

)
, εξ + x̂(t, ε)

)(∂ū(±)

∂ξ

)2
−

−A
(
ū(±)

(
εξ + x̂(t, ε), ε

)
+Q(±)(ξ, t, ε), εξ + x̂(t, ε)

)(∂Q(±)

∂ξ
+

∂ū(±)

∂ξ

)2
− ε

∂Q(±)

∂t
=

= f
(
ū(±)

(
εξ + x̂(t, ε), ε

)
+Q(±)(ξ, t, ε), εξ + x̂(t, ε), ε

)
− f

(
ū(±)

(
εξ + x̂(t, ε), ε

)
, εξ + x̂(t, ε), ε

)
. (5)

In contrast to the approach in [2], we will not decompose by powers of ε the transition point x̂(t, ε). This
will simplify the algorithm for constructing the asymptotics. Note that the equations from which the functions
Q

(±)
k (ξ, t, ε) are found contain functions depending on x̂(t, ε), ∂x̂(t,ε)

∂t , and that explains the presence of the argu-
ment ε atQ(±)

k (ξ, t, ε).
We require that the transition layer functions Q(±)

k (ξ, t, ε), k = 0, 1, . . ., satisfy the conditions of equality to
zero at infinity: Q(−)

k (ξ, t, ε) → 0 at ξ → −∞,Q(+)
k (ξ, t, ε) → 0 at ξ → +∞, k = 0, 1, . . ., t ∈ [0, T ].

Equating the coefficients at ε0 in the right and left parts of equations (5), we obtain equations for the function
Q

(−)
0 (ξ, t, ε) at ξ ≤ 0 and the functionQ

(+)
0 (ξ, t, ε) at ξ ≥ 0:

∂2Q
(±)
0

∂ξ2
+

∂x̂(t, ε)

∂t

∂Q
(±)
0

∂ξ
−A

(
φ(±)(x̂(t, ε)) +Q

(±)
0 (ξ, t, ε), x̂(t, ε)

)(∂Q
(±)
0

∂ξ

)2
=

= f
(
φ(±)(x̂(t, ε)) +Q

(±)
0 (ξ, t, ε), x̂(t, ε), 0

)
. (6)
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We obtain the additional conditions at ξ = 0 from the continuous cross-linking condition (2) written in zero
order at ε:

Q
(−)
0 (0, t, ε) + ϕ(−)(x̂(t, ε)) = Q

(+)
0 (0, t, ε) + ϕ(+)(x̂(t, ε)) = ϕ(0)(x̂(t, ε)).

We also add conditions at infinity: Q(−)
0 (ξ, t, ε) → 0 at ξ → −∞,Q(+)

0 (ξ, t, ε) → 0 at ξ → +∞, t ∈ [0, T ].
Let’s introduce the operatorD, acting by the rule

Dx̂ :=
∂x̂(t, ε)

∂t
, (7)

and functions

ũ(±)(ξ, t, ε) = ϕ(±)(x̂(t, ε)) +Q
(±)
0 (ξ, t, ε), (8)

ũ(ξ, t, ε) =

{
ϕ(−)(x̂(t, ε)) +Q

(−)
0 (ξ, t, ε), if ξ ≤ 0,

ϕ(+)(x̂(t, ε)) +Q
(+)
0 (ξ, t, ε), if ξ ≥ 0,

ṽ(−)(ξ, t, ε) =
∂ũ

∂ξ
(ξ, t, ε), ξ ≤ 0,

ṽ(+)(ξ, t, ε) =
∂ũ

∂ξ
(ξ, t, ε), ξ ≥ 0.

Remark. It follows from the form of equations (6), that in the functions Q(±)
0 (ξ, t, ε), ũ(ξ, t, ε), ũ(±)(ξ, t, ε),

ṽ(±)(ξ, t, ε), we can switch to another set of arguments – (ξ, x̂). In the future, we will use both sets, choosing the
most convenient for each particular case.

Let us rewrite equations (6), as well as the additional conditions, using (8):

∂2ũ(±)

∂ξ2
+Dx̂

∂ũ(±)

∂ξ
−A(ũ(±), x̂)

(
∂ũ(±)

∂ξ

)2

= f(ũ(±), x̂, 0),

ũ(±)(0, x̂) = ϕ(0)(x̂), ũ(±)(±∞, x̂) = ϕ(±)(x̂). (9)

Along with the problems (9), let us consider the problem

∂2û

∂ξ2
+W

∂û

∂ξ
−A(û, x̂)

(
∂û

∂ξ

)2

= f(û, x̂, 0), û(0, x̂) = ϕ(0)(x̂), û(±∞, x̂) = ϕ(±)(x̂). (10)

Let us formulate and prove the existence result of the solution of problem (10) in the form of a lemma.
Lemma. For each x̂ ∈ (−1, 1), there exists a single value W such that the problem (10) has a single smooth

monotone solution û(ξ, x̂), satisfying the estimation

|û(ξ, x̂)− ϕ(±)(x̂)| < C exp{−κ|ξ|},

where C and κ are some positive constants. In this case, the dependenceW (x̂) is defined as

W (x̂) =

∫ ϕ(+)(x̂)

ϕ(−)(x̂)

f(u, x̂, 0) exp

{
−2

∫ u

ϕ(−)(x̂)

A(y, x̂)dy

}
du ×

×

[∫ +∞

−∞

(
∂û

∂ξ
(ξ, x̂)

)2

exp

{
−2

∫ ũ(ξ,x̂)

ϕ(−)(x̂)

A(y, x̂)dy

}
dξ

]−1

.

The smoothness of the functionW (x̂) coincides with the smoothness of the functions f(u, x̂, 0) and A(u, x̂).
Proof. In order to use the known result from [18], wemake amonotonic transformation proposed by A. V. Bitsadze

in [19]:

z(ξ, x̂) := z(û(ξ, x̂), x̂) =

∫ û(ξ,x̂)

ϕ(−)(x̂)

exp

{
−
∫ y

ϕ(−)(x̂)

A(r, x̂)dr

}
dy, (û, x̂) ∈ [ϕ(−)(x̂), ϕ(+)(x̂)]× [−1, 1].
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Let’s introduce the notations

z(±,0)(x̂) =

∫ ϕ(±,0)(x̂)

ϕ(−)(x̂)

exp

{
−
∫ y

ϕ(−)(x̂)

A(r, x̂)dr

}
dy.

Due to the monotonicity of the transformation z(û, x̂) by û we can define the inverse function

û(ξ, x̂) = h(z(ξ, x̂), x̂), (z, x̂) ∈ [0, z(+)(x̂)]× [−1, 1].

Thus, the problem (10) transforms into the problem

∂2z

∂ξ2
+W

∂z

∂ξ
− f(h(z, x̂), x̂, 0) exp

{
−
∫ h(z,x̂)

ϕ(−)(x̂)

A(r, x̂)dr

}
= 0,

z(−∞, x̂) = 0, z(0, x̂) = z(0)(x̂), z(+∞, x̂) = z(+)(x̂), (11)

for which, by virtue of conditions 1 and 2, the following statements are true [18].
1. For each x̂ ∈ (−1, 1), there exists a single valueW , such that the problem (11) has a single smoothmonotone

solution ẑ(ξ, x̂), satisfying the estimation

|z(ξ, x̂)− z(±)(x̂)| < C exp{−κ|ξ|},

where C and κ are some positive constants.
2. The dependenceW (x̂) is defined as

W (x̂) =

∫ z(+)(x̂)

0

f(h(z, x̂), x̂, 0) exp

{
−
∫ h(z,x̂)

ϕ(−)(x̂)

A(r, x̂)dr

}
dz

[∫ +∞

−∞

(
∂ẑ

∂ξ
(ξ, x̂)

)2

dξ

]−1

. (12)

The smoothness of the functionW (x̂) coincides with the smoothness of the functions f(u, x̂, 0) and A(u, x̂).
Finally, returning to the function û(ξ, x̂) using the transformation û(ξ, x̂) = h(z(ξ, x̂), x̂) and recalculating the

integrals in expression (13), we have the statement of the lemma. The lemma is proved.
Let’s condition.
Condition 3. Task

dx

dt
= W (x), x(0) = x00 (13)

has a solution x = x0(t), such that x0(t) ∈ (−1, 1) at t ∈ [0, T ];W (x) > 0 for all x ∈ [−1, 1].
The inequality W (x) > 0 in condition 3 guarantees the absence of stationary solutions for problem (13). Let

us denote by (9a) the problems (9) in which we replace x̂ by x0(t), or, otherwise, in which we put ε = 0.
It follows from the lemma and condition 3, that problems (9a) are singularly solvable, since the condition

Dx̂0 = W (x0) is satisfied. Thus

∂ũ(+)

∂ξ
(0, x0(t))−

∂ũ(−)

∂ξ
(0, x0(t)) = 0.

By virtue of the assumed smoothness of the functions f(u, x̂, 0), A(u, x̂) (see condition 1), problems (9) are
regular perturbations of problems (9a), so they are also uniquely solvable. Note that by virtue of the representa-
tion (4)

∂ũ(+)

∂ξ
(0, x̂(t, ε))− ∂ũ(−)

∂ξ
(0, x̂(t, ε)) = O(ε).

Thus, the construction of the zero-order transition layer functions is completed.
The first-order transition layer functions are found from the following problems:

∂2Q
(±)
1

∂ξ2
+Dx̂

∂Q
(±)
1

∂ξ
− 2Ã(ξ, t)ṽ(±)(ξ, x̂)

∂Q
(±)
1

∂ξ
−
(
Ãu(ξ, t)(ṽ

(±)(ξ, x̂))2 + f̃u(ξ, t)
)
Q

(±)
1 = r

(±)
1 (ξ, t, ε),

Q
(±)
1 (0, t, ε) + ū

(±)
1 (x̂) = 0, Q

(±)
1 (±∞, t, ε) = 0, (14)
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where the notations are defined

f̃u(ξ, t) = fu(ũ(ξ, x̂), x̂, 0), Ã(ξ, t) = Au(ũ(ξ, x̂), x̂), Ãu(ξ, t) = Au(ũ(ξ, x̂), x̂) (15)
and

r
(±)
1 (ξ, t, ε) =

∂Q
(±)
0

∂t
(ξ, t, ε) + 2Ã(ξ, t)ṽ(±)(ξ, x̂)

dφ(±)

dx
(x̂) +

+

(
ū
(±)
1 (x̂) + ξ

dφ(±)

dx
(x̂)

)(
f̃u(ξ, t) + Ãu(ξ, t)

(
ṽ(±)(ξ, x̂)

)2)
+ ξ

(
f̃x(ξ, t) + Ãx(ξ, t)

(
ṽ(±)(ξ, x̂)

)2)
+ f̃ε(ξ, t).

Here, the derivatives of f̃x(ξ, t), f̃ε(ξ, t) are computed at the same point as the derivative of f̃u(ξ, t) in (15).
Similarly, Ãx(ξ, t) is computed at the same point as Ãu(ξ, t). In all the notations introduced here, the argument ε
is implied, but we omit it for brevity. The problem for the functionQ

(−)
1 (ξ, t, ε) will be solved on the semi-straight

ξ ≤ 0, and for the function Q
(+)
1 (ξ, t, ε) – on the semi-straight ξ ≥ 0. The solutions of problems (14) are written

in explicit form:

Q
(±)
1 (ξ, t, ε) = −ū

(±)
1 (x̂)

ṽ(±)(ξ, x̂)

ṽ(±)(0, x̂)
+

+ ṽ(±)(ξ, x̂)

∫ ξ

0

e−(Dx̂)η

(ṽ(±)(η, x̂))2p(±)(η, x̂)

∫ η

±∞
ṽ(±)(σ, x̂)p(±)(σ, x̂)e(Dx̂)σr

(±)
1 (σ, t, ε)dσdη, (16)

where

p(±)(ξ, x̂) = exp

{
−2

∫ ξ

0

A(ũ(±)(y, x̂), x̂)ṽ(±)(y, x̂)dy

}
.

It follows from the expression for the functions r(±)
1 (ξ, t, ε), that they have exponential valuations [16], and

from (16) we deduce in the standard way that similar valuations are true for functionsQ(±)
1 (ξ, t, ε).

Similarly to the first approximation, one can find for any k = 2, 3, . . . transition layer functions Q(±)
k (ξ, t, ε):

they are determined from boundary value problems with the same differential operator as in problems (14).

3. ASYMPTOTIC APPROXIMATION OF FRONT POSITION

Let us describe the algorithm for finding an asymptotic approximation of the front position. The unknown
coefficients xi(t), i ∈ N, of the expansion are determined from the crossing conditions (3) of the derivatives of the
asymptotic approximations. Let us introduce the function

H(ε, t) := ε

(
dU (+)

dx
(x̂, t, ε)− dU (−)

dx
(x̂, t, ε)

)
= H0(ε, t) + εH1(ε, t) + ε2H2(ε, t) + · · · , (17)

where

H0(ε, t) =
∂Q

(+)
0

∂ξ
(0, x̂)− ∂Q

(−)
0

∂ξ
(0, x̂),

H1(ε, t) =
dϕ(+)

dx
(x̂)− dϕ(−)

dx
(x̂) +

(
∂Q

(+)
1

∂ξ
(0, t, ε)− ∂Q

(−)
1

∂ξ
(0, t, ε)

)

etc.
TheC1-linking condition (3) is expressed by the equalityH(ε, t) = 0. By virtue of the lemma and condition 3,

taking into account the decomposition of the transition point (4), this equality is satisfied in the order ε0.
The analysis of problems (9), (10) shows that the functionH0(ε, t) can be represented as

H0(ε, t) = (Dx̂−W (x̂))

[
1

ṽ(±)(0, x̂)

∫ ±∞

0

(ṽ(±)(ξ, x̂))2e(Dx̂)ξp(±)(ξ, x̂)dξ

]+

−
+O(ε2). (18)
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Hereinafter, [ ]+− means the difference between the expressions labeled+ and −.
As follows from the decomposition (17) and the representation (18), the higher order terms xi(t), i ≥ 1, in (4)

can be found from the following Cauchy problems:

dxi

dt
−W ′(x0(t))xi(t) = Gi(t), xi(0) = 0,

whereGi(t) are known functions.

4. JUSTIFICATION OF FORMAL ASYMPTOTICS

Let’s say

Xn(t, ε) =

n+1∑
i=0

εixi(t), ξ =
x−Xn(t, ε)

ε
.

The curveXn(t, ε) divides the areaD : (x, t) ∈ [−1, 1]× [0, T ] into two sub-areas:

D̄(−)
n : (x, t) ∈ [−1, Xn(t, ε)]× [0, T ] and D̄(+)

n : (x, t) ∈ [Xn(t, ε), 1]× [0, T ].

Let’s define the functions

U (−)
n (x, t, ε) =

n∑
i=0

εi
(
ū
(−)
i (x) +Q

(−)
i (ξ, t, ε) +R

(−)
i (η(−))

)
, (x, t) ∈ D̄(−)

n ,

U (+)
n (x, t, ε) =

n∑
i=0

εi
(
ū
(+)
i (x) +Q

(+)
i (ξ, t, ε) +R

(+)
i (η(+))

)
, (x, t) ∈ D̄(+)

n ,

where x̂(t, ε), included in the expressions for the transition layer functions, are replaced byXn(t, ε), and denoted
by

Un(x, t, ε) =

{
U

(−)
n (x, t, ε), (x, t) ∈ D̄

(−)
n ,

U
(+)
n (x, t, ε), (x, t) ∈ D̄

(+)
n .

(19)

To prove the existence and uniqueness of the moving front solution, we use the asymptotic method of differ-
ential inequalities [16]. Let us construct continuous functions α(x, t, ε), β(x, t, ε) in such a way that they satisfy
the following conditions.

1. Ordering condition:

α(x, t, ε) ≤ β(x, t, ε), x ∈ [−1, 1], t ∈ [0, T ], ε ∈ (0, ε0]. (20)

2. Action of the differential operator on upper and lower solutions:

L[β] := ε2
∂2β

∂x2
− ε

∂β

∂t
− ε2A(β, x)

(
∂β

∂x

)2
− f(β, x, ε) ≤ 0 ≤

≤ L[α] := ε2
∂2α

∂x2
− ε

∂α

∂t
− ε2A(α, x)

(
∂α

∂x

)2
− f(α, x, ε) (21)

for all x ∈ (−1, 1) and t ∈ [0, T ], except those x(t), in which the functions α(x, t, ε) and β(x, t, ε) are nonsmooth.
3. Boundary conditions:

∂α

∂x
(−1, t, ε) ≥ 0 ≥ ∂β

∂x
(−1, t, ε),

∂α

∂x
(+1, t, ε) ≤ 0 ≤ ∂β

∂x
(+1, t, ε), t ∈ [0, T ], ε ∈ (0, ε0]. (22)

4. Conditions on the initial function:

α(x, 0, ε) ≤ uinit(x, ε) ≤ β(x, 0, ε), x ∈ [−1, 1], ε ∈ (0, ε0]. (23)
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5. Conditions on the jump of derivatives:

∂β

∂x
(x(t)− 0, t, ε) ≥ ∂β

∂x
(x(t) + 0, t, ε), (24)

where x(t) is the point at which the upper solution is nonsmooth;

∂α

∂x
(x(t)− 0, t, ε) ≤ ∂α

∂x
(x(t) + 0, t, ε), (25)

where x(t) is the point at which the lower solution is nonsmooth.
It is known (see [20]) that if the conditions (20)–(25) are satisfied, there exists a single solution of problem (1)

for which the inequalities are satisfied

α(x, t, ε) ≤ u(x, t, ε) ≤ β(x, t, ε), (x, t) ∈ [−1, 1]× [0, T ].

Let us prove the following existence and uniqueness theorem.
Theorem. When conditions 1–3 are satisfied for any sufficiently smooth initial function uinit(x), lying between upper

and lower solutions
α(x, 0, ε) ≤ uinit(x, ε) ≤ β(x, 0, ε),

there exists a single solution u(x, t, ε) of problem (1), that at any t ∈ [0, T ] is enclosed between these upper and lower
solutions, and for which the function Un(x, t, ε) is a uniform in the domain [−1, 1] × [0, T ] asymptotic approximation
with accuracy O(εn+1).

Proof. The upper and lower solutions of the problem will be constructed as a modification of the asymptotic
series (19). Set the function

xβ(t, ε) = Xn+1(t)− εn+1δ(t),

and the positive function δ(t) > 0 will be defined below. Let us construct the upper solution of the problem in
each of the regionsD(−)

β : (x, t) ∈ [−1, xβ(t, ε)]× [0, T ] andD
(+)

β : (x, t) ∈ [xβ(t, ε), 1]× [0, T ]:

β(x, t, ε) =

{
β(−)(x, t, ε), (x, t) ∈ D

(−)

β ,

β(+)(x, t, ε), (x, t) ∈ D
(+)

β .

Wewill connect the functionsβ(−)(x, t, ε) and β(+)(x, t, ε) at the pointxβ(t, ε) in such away, that the following
equality is satisfied

β(−)(xβ(t, ε), t, ε) = β(+)(xβ(t, ε), t, ε) = ϕ(0)(xβ(t, ε)).

Note that the function β(x, t, ε) is not smooth. Let us introduce a stretched variable

ξβ =
x− xβ(t, ε)

ε
.

Let us construct the functions β(±)(x, t, ε) as modifications of the formal asymptotics (19):

β(−)(x, t, ε) = U
(−)
n+1|ξβ + εn+1(µ+ q

(−)
β (ξβ , t, ε)) + εn+1R

(−)
β (η(−)),

(x, t) ∈ D
(−)
β , ξβ ≤ 0, η(−) ≥ 0;

β(+)(x, t, ε) = U
(+)
n+1|ξβ + εn+1(µ+ q

(+)
β (ξβ , t, ε)) + εn+1R

(+)
β (η(+)),

(x, t) ∈ D
(+)
β , ξβ ≥ 0, η(+) ≤ 0.

Here under the notation U
(±)
n+1|ξβ we understand the functions from (19), where the argument ξ of the transition

layer functions is replaced by ξβ, andXn+1 – by xβ .
The positive value µ is chosen, so that conditions (20) and (21) are satisfied. The functions R(±)

β (η(±)) are
chosen, so that condition (22) is satisfied (their construction is not considered in this paper). The functions
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q
(±)
β (ξβ , t, ε) are needed to eliminate the inconsistencies that arise, when the operator acts on the upper solution.
Let us define them from the following problems:

∂2q
(±)
β

∂ξ2β
+Dxβ

∂q
(±)
β

∂ξβ
− 2Ã(ξβ , t)ṽ

(±)(ξβ , xβ)
∂q

(±)
β

∂ξβ
−

−
(
Ãu(ξβ , t)

(
ṽ(±)(ξβ , xβ)

)2
+ f̃u(ξβ , t)

)
q
(±)
β − qf (±)(ξβ , t, ε) = 0,

q
(±)
β (0, t, ε) + µ = 0, q

(±)
β (±∞, t, ε) = 0, (26)

where qf (±)(ξβ , t, ε) = µ
(
Ãu(ξβ , t)

(
ṽ(±)(ξβ , xβ)

)2
+ f̃u(ξβ , t)− f̄

(±)
u (xβ)

)
.

Explicit expressions for these functions can be obtained

q
(±)
β (ξβ , t, ε) = −µ

ṽ(±)(ξ, xβ)

ṽ(±)(0, xβ)
+

+ ṽ(±)(ξβ , xβ)

ξβ∫

0

e−(Dxβ)η

(ṽ(±)(η, xβ))2p(±)(η, xβ)

η∫

±∞

ṽ(±)(σ, xβ)e
(Dxβ)σp(±)(σ, xβ)qf

(±)(σ, t, ε) dσ dη. (27)

The functions q(±)(ξβ , t, ε) have exponential estimates [16].
We can simplify expressions (27) as follows:

q
(±)
β (ξβ , t, ε) =

= −µ− µf̄ (±)
u (xβ)ṽ

(±)(ξβ , xβ)

ξβ∫

0

e−(Dxβ)η

(ṽ(±)(η, xβ))2p(±)(η, xβ)

η∫

±∞

ṽ(±)(σ, xβ)e
(Dxβ)σp(±)(σ, xβ) dσ dη.

Using a similar algorithm, we construct the lower solution. Set the function

xα(t, ε) = Xn+1(t) + εn+1δ(t),

where δ(t) is the same function as in the construction of the upper solution.
Let’s construct the lower solution of the problem in each of the regions D(−)

α : (x, t) ∈ [−1, xα(t, ε)] × [0, T ]

andD
(+)

α : (x, t) ∈ [xα(t, ε), 1]× [0, T ]:

α(x, t, ε) =

{
α(−)(x, t, ε), (x, t) ∈ D

(−)

α ,

α(+)(x, t, ε), (x, t) ∈ D
(+)

α .

We will merge the functions α(−)(x, t, ε) and α(+)(x, t, ε) at the point xα(t, ε) in such a way that the equality
is satisfied

α(−)(xα(t, ε), t, ε) = α(+)(xα(t, ε), t, ε) = ϕ(0)(xα(t, ε)).

Note that the function α(x, t, ε) is not smooth. Let us introduce a stretched variable

ξα =
x− xα(t, ε)

ε
.

Let us construct the functions α(±)(x, t, ε) as modifications of the formal asymptotics (19):

α(−)(x, t, ε) = U
(−)
n+1|ξα − εn+1(µ+ q(−)

α (ξα, t, ε)) + εn+1R(−)
α (η(−)),

(x, t) ∈ D(−)
α , ξα ≤ 0, η(−) ≥ 0;

α(+)(x, t, ε) = U
(+)
n+1|ξα − εn+1(µ+ q(+)

α (ξα, t, ε)) + εn+1R(+)
α (η(+)),

(x, t) ∈ D(+)
α , ξα ≥ 0, η(+) ≤ 0.
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Here µ > 0 is the same value as in the expression for the upper solution, and q
(±)
α (ξα, t, ε) are determined from

problems (26), in which the stretched variable ξβ is replaced by ξα, and xβ is replaced by xα.
Let usmake sure that the constructed functionsα(x, t, ε) and β(x, t, ε) satisfy the differential inequalities (20)–

(25). The ordering condition (20) can be checked similarly as it was done in [2].
Let us show that inequality (21) holds. From theway of constructing the upper and lower solutions the following

equations follow

L[α(±)] = εn+1f̄ (±)
u (xα)µ+O(εn+2), L[β(±)] = −εn+1f̄ (±)

u (xβ)µ+O(εn+2).

The inequalities near the boundary (22) are fulfilled due to a standard modification of the boundary-layer
functions [16] (their verification is not intended for this paper).

Let’s check the jump condition of the derivative (24)

ε

(
∂β(+)

∂x

∣∣∣∣
x=xβ

− ∂β(−)

∂x

∣∣∣∣
x=xβ

)
= −εn+1 1

ṽ(0, x0)

(
L(x0)

dδ

dt
− L(x0)W

′(x0(t))δ(t) + F (x0)

)
+O(εn+2),

where

F (x0) = µ

[
f̄ (±)
u (x0)

∫ 0

±∞
p(σ, x0)ṽ(σ, x0)e

(Dx0)σdσ

]+

−
,

L(x0) =

∫ +∞

−∞
ṽ2(ξ, x0)e

(Dx0)ξp(ξ, x0)dξ > 0.

Here, the index at the functions ṽ(ξ, x0), p(ξ, x0) is omitted due to their smoothness at ξ = 0.
Let’s define the function δ(t) as a solution to the problem

L(x0)
dδ

dt
− L(x0)W

′(x0(t))δ(t) + F (x0) = σ, δ(0) = δ0,

where σ is a sufficiently large positive value and δ0 > 0. In this case, the solution to the problem δ(t) is a positive
function. Thus,

ε

(
∂β(+)

∂x

∣∣∣∣
x=xβ

− ∂β(−)

∂x

∣∣∣∣
x=xβ

)
= −εn+1 σ

ṽ(0, x0)
+O(εn+2).

The expression in the right-hand side is negative due to σ > 0. With the same choice of function δ(t), the derivative
jump inequality will be satisfied for the lower solution α(x, t, ε). The theorem is proved.

5. EXAMPLE

Consider the initial boundary value problem

ε2
∂2u

∂x2
− ε

∂u

∂t
− ε2

(
∂u

∂x

)2

= eu(1− e−u)

(
1

2
− e−u

)
(1− ϕ(0)(x)− e−u), x ∈ (−1, 1), t ∈ (0, T ],

∂u

∂x
(−1, t, ε) = 0,

∂u

∂x
(1, t, ε) = 0, t ∈ [0, T ],

u(x, 0, ε) = uinit(x, ε), x ∈ [−1, 1].

We will assume that for all x ∈ [−1, 1], the inequality 1/4 < ϕ(0)(x) < 1/2 is satisfied. The members of the
regular part of zero order are easily determined:

ū
(−)
0 (x) = 0, ū

(+)
0 (x) = ln 2.

The problem for the function ũ(ξ, x0) has the following form:

∂2ũ

∂ξ2
+W

∂ũ

∂ξ
−
(
∂ũ

∂ξ

)2

= eũ(1− e−ũ)

(
1

2
− e−ũ

)
(1− ϕ(0)(x0)− e−ũ),
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ũ(0, x0) = − ln(1− ϕ(0)(x0)), ũ(−∞, x0) = 0, ũ(∞, x0) = ln 2. (28)

By replacing z(ξ, x0) := z(ũ(ξ, x0)) = 1− e−ũ(ξ,x0) the problem (28) is transformed to the form

∂2z

∂ξ2
+W

∂z

∂ξ
= z

(
z − 1

2

)
(z − ϕ0(x0)), z(−∞, x0) = 0, z(∞, x0) =

1

2
. (29)

The solution of problem (29) is determined by the formula

z =

(
2 +

(
1

ϕ(x0)
− 2

)
exp

{
− ξ

2
√
2

})−1

.

Making the inverse substitution, we obtain the expression for the solution of the original problem (28):

ũ(ξ, x0) = − ln

(
1−

(
2 +

(
1

ϕ(x0)
− 2

)
exp

{
− ξ

2
√
2

})−1
)
.

The initial problem for determining the front position in the zero approximation has the form

dx0

dt
=

√
2

(
ϕ(0)(x0)−

1

4

)
, x0(0) = x00. (30)
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1. INTRODUCTION. PROBLEM STATEMENT

Consider the wave equation
Lu ≡ utt − a2(uxx + uyy)− bu = 0 (1)

in the cylinder Q = {(x, y, t) : (x, y) ∈ D, 0 < t < T}, whereD = {(x, y) : x2 + y2 < l2}; a > 0, b, T > 0 and
l > 0 are given real constants, and we set the first boundary value problem.

It is required to find the function u(x, y, t), satisfying the following conditions:

u(x, y, t) ∈ C1(Q) ∩ C2(Q); (2)

Lu(x, y, t) ≡ 0, (x, y, t) ∈ Q; (3)

u(x, y, t)|x2+y2=l2 = 0, 0 ≤ t ≤ T ; (4)

u(x, y, 0) = τ(x, y), u(x, y, T ) = ψ(x, y), (x, y) ∈ D, (5)

where τ(x, y) and ψ(x, y) are given sufficiently smooth functions satisfying the matching conditions with the
boundary condition (4).

It is known that the Dirichlet problem for hyperbolic type equations is incorrectly posed. S L. Sobolev showed
[1], that the study of unstable oscillations (resonances of oscillations in the liquid inside thin-walled rocket tanks
with natural oscillations) is closely related to the Dirichlet problem for the wave equation. In a better known form,
this connection is shown in the book byV. I. Arnold [2, p. 132]. A rather complete reviewof theworks devoted to the
study of the Dirichlet problem for hyperbolic equations is given in the monograph by B. I. Ptashnik [3, pp. 89–95]
and in the works [4; 5, pp. 112–118] by the author.

The works of R. Denchev [6–8] are devoted to the study of the Dirichlet problem for equation (1) at b = 0,
a = 1 with a non-zero right part and homogeneous conditions on the boundary of the region Ω, when Ω is an
ellipsoid, a cylinder with formations parallel to the axis t, and a parallelepiped. They also establish the criterion of
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